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A Survey on Large Scale Corpora

and Emotion Corpora

Michal Ptaszynski, Rafal Rzepka, Satoshi Oyama,

Masahito Kurihara and Kenji Araki

In this paper we present a survey on natural language corpora, with particular focus on corpora of large

scale and those applicable to sentiment analysis. Natural language corpora are crucial for training various

Software Engineering applications, from part-of-speech taggers and dependency parsers to dialog systems or

sentiment analysis software. We compare several natural language corpora created for different languages,

analyze their distinctive features and the amount of additional annotations provided by the developers of

those corpora.

1 Introduction

Recent need for handling Big Data in Artificial

Intelligence (AI) applications has introduced a new

set of challenges for Software Engineering (SE).

One of them is efficient and fast access to rich

in information large scale resources, such as anno-

tated natural language corpora. Natural language

corpora are crucial for training many AI applica-

tions, from part-of-speech taggers and dependency

parsers to dialog systems or sentiment analysis soft-

ware. Often natural language corpora used in such

applications are of small scale. However, recently

there have been several initiatives to create locally

accessible large scale corpora, which could become

useful for various applications. In this paper we

present a survey on such natural language corpora,

with particular focus on corpora of large scale and

those applicable to sentiment analysis. We compare

a number of such corpora created for different lan-

guages, analyze their distinctive features and the
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amount of additional annotations provided by the

developers of those corpora. Additionally, we pay

a special attention to such corpora created for the

Japanese language, since our research is in large

part performed for this language.

The outline of this paper is as follows. In Section

2 we discuss natural language corpora in general,

their importance in research and present need for

large scale corpora. In section 3 we describe in de-

tail the scope of this survey.Section 4 presents the

main part of this paper, namely, survey in large

scale corpora and emotion corpora, separately. To

make the survey more thorough and robust, in Sec-

tion 5 we present a more detailed comparison of

several corpora described in previous section. We

compare three large scale corpora of different lan-

guages, but comparable sizes, and three other cor-

pora of the same language but different sizes (large

medium and small). In Section 6 we present a dis-

cussion on availability of corpora. Finally, in Sec-

tion 7 we summarize and conclude the survey.

2 Natural Language Corpora

Text corpora are some of the most vital linguistic

resources in Artificial Intelligence (AI) and Natural

Language Processing (NLP). These include news-

paper corpora, like Wall Street Journal Corpus [1]

or Mainichi Shinbun Corpus [2], conversation cor-

pora, like the BC3 corpus [3] or the CSJ corpus
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[4], as well as corpora of literature, such as Aozora

Bunko [5]. The importance of corpora is widely rec-

ognized and numerous corpora have been compiled

so far for different languages. However, comparing

to major world languages, like English, there are

few large corpora available for the Japanese lan-

guage [6]. Moreover, grand majority of them is

usually unsuitable for sentiment analysis. Although

there exist speech corpora, such as Corpus of Spon-

taneous Japanese [4], which could become suitable

for emotion processing research, due to the diffi-

culties with compilation of such corpora they are

relatively small.

Switching to 64bit-based machines and environ-

ments has allowed compilation and efficient pro-

cessing of billion-word and larger corpora. Recently

the corpora based on automatically extracted Web

contents gain on popularity. This is due to the

potential of such Web-based corpora to solve the

problem of corpus small size. There exist several

initiatives in the creation of large-scale corpora,

such as WaCky�1, and the need for those is con-

stantly growing. For the Japanese language there

also exist somewhat large Web-based corpora (con-

taining several million words), such as JpWaC [6]

or jBlogs [7]. However, access to them is usually

allowed only from Web interface, and they are not

fully annotated. Finally, although there exist very

large resources, like Google N-gram Corpus [8], the

textual data sets in such resources are usually short

(up to 7-grams) and do not contain any contex-

tual information (such as “snippets” with the clos-

est content a particular n-gram appears in). This

makes them unsuitable for sentiment analysis and

emotion-related research, since most of contextual

information, so important in expressing emotions

and opinions, is lost.

In this paper we present the above mentioned

initiatives. In the following sections we firstly de-

scribe some of the corpora, compare their scale,

features and the amount of additional annotations

performed on them. We also dedicate a separate

section to compare in more detail corpora of simi-

lar features.

�1 http://wacky.sslmit.unibo.it/

3 Scope of this Survey

In this paper we focused on two different types of

corpora, large scale corpora and emotion corpora.

The survey of each of this type needed a separate

set of restrictions to be assumed before performing

the survey.

Firstly, for large scale corpora we assumed that

“large scale” means at least one billion words or

more. An exception to this assumption was made

in the paragraph describing Japanese language cor-

pora, which are usually of small or medium scale.

Another restriction was that the corpus needed to

be either 1) widely available or accessible, for ex-

ample through a Web API, etc., or 2) thoroughly

described, so there was enough data for a detailed

comparison with other corpora. In practice this

limited the scope of this part of the survey mainly

to Web-based corpora, with some exceptions for

corpora of mixed domains (for example Corpus

Brasiliero [9] was gathered from newspapers, Web

and talk transcriptions, etc.).

In the section dedicated to emotion corpora we

made less assumptions due to the small number of

such corpora. The only assumption was that we

defined “corpus” as “collection of sentences”. Lan-

guage resources that are not corpora per se, such

as ontologies like WordNet�2, or lexicions, are also

sometimes called corpora. This is acceptable when

a general definition of “corpus” is applied (“collec-

tion of text”). The only exception we made was for

Emotive Expression Database, which is available as

a lexicon, but was based on a collection of sentences

(an emotive expression dictionary).

4 Corpora Survey

This section presents the survey of some of the

most relevant recent research on corpora. We di-

vided the description of the research into “Large-

Scale Corpora” (related to natural language cor-

pora in general) and “Emotion Corpora” (related

to sentiment analysis research).

4. 1 Large-Scale Corpora

The notion of a “large scale corpus” has appeared

in linguistic and computational linguistic literature

�2 http://wordnet.princeton.edu/
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for many years. However, study of the literature

shows that what was considered as “large” ten years

ago does not exceed a 5% (border of statistical er-

ror) when compared to recent corpora. For exam-

ple, Sasaki et al. [10] in 2001 reported a construc-

tion of a question answering (QA) system based

on a large scale corpus. The corpus they used

consisted of 528,000 newspaper articles. YACIS

[11], one of the copora described here consists of

12,938,606 documents (blog articles). The rough

estimation indicates that the corpus of Sasaki et al.

covers less than 5% of YACIS (in particular 4.08%).

Therefore we mostly focused on research scaling the

meaning of “large” up to around billion-words and

more.

Firstly, we need to address the question of

whether billion-word and larger corpora are of any

use to linguistics and in what sense it is better

to use a large corpus than a medium sized one.

This question has been answered by most of the re-

searchers involved in the creation of large corpora,

thus we will answer it briefly referring to the rele-

vant literature. Baayen [12] notices that language

phenomena (such as probability of appearance of

certain words within a corpus) are distributed in ac-

cordance with Zip’s Law. The Zip’s Law was orig-

inally proposed and developed by George Kingsley

Zipf in late 1930’s to 1940’s [13] [14] and says that

the number of occurrences of words within a corpus

decreases in a quadratic-like manner. For example,

when all unique words in a corpus are represented

in a list with decreasing occurrences, the second

word on the list will have a tendency to appear

two times less often than the first one. This means

that if a corpus is not large enough, many words

will not appear in it at all. Baroni and Ueyama [7],

and Pomikálek et al. [15] indicate that Zipf’s Law is

one of the strongest reasons to work with large-scale

corpora, if we are to understand the most of lan-

guage phenomena and provide statistically reliable

proofs for those phenomena. There are opponents

of uncontrolled over-scaling of corpora, such as Cur-

ran (with Osborne in [16]), who show that conver-

gence behavior of words in a large corpus does not

necessarily appear for all words and thus it is not

the size of the corpus that matters, but the statisti-

cal model applied in the processing. However, they

do admit that the scale of a corpus is an important

feature in corpus linguistic research and eventually

join the initiative of developing a 10-billion word

corpus of English (see Liu and Curran [17]).

Liu and Curran [17], followed by Baroni and

Ueyama [7], indicate at least two types of research

dealing with large-scale corpora. First is using pop-

ular search engines, such as Google�3 or Yahoo!�4.

Second is crawling the World Wide Web and down-

loading its contents for further analysis. The latter

comes also in two kinds: N-gram based corpora

with limited word context (up to pentagram, etc.),

and copora with local access to full context (docu-

ment, sentence, etc.). In the sections below we will

describe the most representative corpora of each of

those kinds.

4. 1. 1 Search Engine Querying

In this type of research one considers as “corpus”

the contents of the World Wide Web and uses pop-

ular search engines to search for certain keywords

(words) or keywords sequences (phrases). Search

engine APIs usually present at least two kinds of

information: 1) estimates of hit counts for key-

words, and 2) wider contexts of keywords, called

“snippets” (a short, about three-line-long text con-

taining the keyword). The first kind of information

allows for statistical analysis of the searched key-

words. The second one allows further analysis of

the snippet contents, such as calculating relevance

between searched keywords and other contents. Re-

search applying this kind of information retrieved

from the Web is generally referred to as the “Web

mining” field. There has been a wide range of appli-

cations for Web mining, beginning with text clas-

sification [18], or predicting word relationship [19],

to the most recent ones, such as affect analysis [20],

or detecting cyberbullying entries [21]. One exam-

ple, in which the authors directly referred to the

Web contents as “corpus”, is the research by Tur-

ney and Littman [22]. They claim to perform sen-

timent analysis on a hundred-billion-word corpus.

By the corpus they mean roughly estimated size

of the Web pages indexed by AltaVista search

engine �5.

Unfortunately, this kind of research is inevitably

constrained with limitations of the search engine’s

�3 http://www.google.com

�4 http://www.yahoo.com

�5 In 2004 AltaVista (http://www.altavista.com/)

became a part of Yahoo!.
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API. Pomikálek et al. [15] indicate a long list of

such limitations. Some of them include: limited

query language (e.g. no search by sophisticated reg-

ular expressions), query-per-day limitations (e.g.

Google allows only one thousand queries per day

for one IP address, after which the IP address is

blocked for 24 hours - an unacceptable limitation

in linguistic research), search queries are ordered

with a manner irrelevant to linguistic research, etc.

Kilgariff [23] calls uncritical relying on search en-

gine results a “Googleology” and points out a num-

ber of problems search engines will never be able to

deal with (such as duplicated documents). More-

over, a great disadvantage of all research based on

Web mining is the fact that the results of such

research are not reproducible, since the informa-

tion in search engines is frequently updated. Fi-

nally, only Google employees have unlimited and

extended access to the search engine results. Kil-

gariff also proposes an alternative, building large-

scale corpora locally by crawling the World Wide

Web, and argues that this is the optimal way of

utilizing the Internet contents for research in lin-

guistics and computational linguistics.

4. 1. 2 N-gram Based Corpora

One of the attempts to deal with the problem

of irreproducibility of research results in the Web

mining field was the appearance of n-gram based

corpora created by crawling the World Wide Web.

Two large scale corpora of this kind have been pre-

sented by Google. One is the “Web 1T (trillion) 5

gram” English corpus [24], published in 2006. It is

estimated to contain one trillion of tokens and 95

billion sentences gathered from the Web. Unfortu-

nately, the contents available for users are only n-

grams, from 1 (unigrams) to 5 (pentagrams). The

corpus was not processed in any way except tok-

enization. Also, the original sentences are not avail-

able. This makes the corpus, although unmatch-

able when it comes to statistics of short word se-

quences, not interesting for language studies, where

a word needs to be processed in context. The sec-

ond one is the “Google Books 155 Billion Word Cor-

pus” �6 published in 2011. It contains 1.3 million

books in English published between 1810 and 2009

and processed with OCR. This corpus has a larger

functionality, such as part of speech annotation and

�6 http://googlebooks.byu.edu/

lemmatization of words. However, it is available

only as an online interface with a daily access limit

per user (1000 queries). The tokenized-only ver-

sion of the corpus is available, also for several other

languages�7, unfortunately only in the n-gram form

(no context larger than 5-gram). Four years after

the above Google 1T corpus, Microsoft presented

a similar Web N-gram Corpus [25], containing 1.4

trillion words. Both, Google 1T and Microsoft N-

gram corpora have been collected from the contents

of Web pages indexed by either Google Search En-

gine or Microsoft’s Bing Search Eengine.

The potential range of applications of n-gram

based large scale corpora is similar to general Web

mining, with a restriction to narrow context (no

sentences or snippets are available, only n-grams).

In practice, most popular applications include such

tasks as word segmentation [25], word sense disam-

biguation [26], or spelling correction [27].

4. 1. 3 Web-crawled Corpora

Among corpora created with Web crawling meth-

ods, Liu and Curran [17] created a 10-billion-word

corpus of English. Although the corpus was not

annotated in any way, except tokenization, dif-

ferently to Google’s corpora it is sentence based,

not n-gram based. The corpus was created us-

ing two techniques: IP Address Sampling (a tech-

nique randomly generating IP addresses) and Ran-

dom Walk (a technique which produces an approxi-

mated undirected web graph with uniform samples

of nodes (Web pages)) using as seed words contents

of the Open Directory�8. This corpus successfully

proved its usability in standard NLP tasks such as

spelling correction or thesaurus extraction.

The WaCky (Web as Corpus kool ynitiative)

[7] [28] project started gathering and linguistically

processing large scale corpora from the Web. In

the years 2005-2007 the project resulted in more

then five collections of around two billion word

corpora for different languages, such as English

(ukWaC), French (frWaC), German (deWaC) or

Italian (itWaC). The corpora have been created us-

ing about thousand random words of medium oc-

currence frequency for each language as seed words.

The seed words were then queried in a search en-

gine to obtain seed URLs. The seed URLs pro-

�7 http://books.google.com/ngrams/datasets

�8 http://www.dmoz.org
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Table 1 Comparison of different corpora, ordered arbitrarily by size (number of words/tokens).

Table 2 Comparison of different Japanese corpora, ordered by the number of words/tokens.

vide initial contents (Web pages) for the corpus

and links to next URLs. Retrieved Web pages are

cleaned from HTML code, and duplicate pages are

deleted. The contents are then tokenized and an-

notated with parts of speech. The corpora have

been successfully applied in tasks such as colloca-

tion extraction or translation pair extraction. The

tools developed for the project are available online

and their general applicability is well established.

Some of the corpora developed within the project

are compared in Table 1.

BiWeC [15], or Big Web Corpus has been col-

lected from the whole Web contents in 2009 and

consists of about 5.5 billion words in English. The

authors of this corpus aimed to go beyond the bor-

der of 2 billion words set by the WaCky initiative�9

as a borderline for corpus processing feasibility for

modern (32-bit) software. Most tools and prece-

dures for creating BiWeC were borrowed from the

WaCky project. Despite its scale and great poten-

tial, no applications of the corpus have been re-

�9 http://wacky.sslmit.unibo.it/
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ported so far.

Billion-word scale corpora have been recently de-

veloped also for other, less resourced languages,

such as Brazilian Portuguese [9], Hungarian [29] or

Polish [30]. All corpora described in this section

are compared in Table 1.

4. 1. 4 Japanese Web-crawled Corpora

As for large corpora in Japanese, despite the fact

that Japanese is a well recognized and described

world language, there have been only few corpora

of a reasonable size. Below we describe those cor-

pora in detail. Some comparable information about

the corpora is also represented in Table 2.

YACIS or Yet Another Corpus of Internet

Sentences was collected automatically by Ma-

ciejewski, Ptaszynski and Dybala [31] from the

pages of Ameba blog service, and developed further

by Ptaszynski et al. [11] [32]. It contains 5.6 billion

words within 350 million sentences. The compi-

lation process was performed within 3 weeks be-

tween 3rd and 24th of December 2009. Maciejew-

ski et al. extracted only pages containing Japanese

posts (pages with legal disclaimers or written in

languages other than Japanese were omitted). In

the initial phase they provided their crawler, op-

timized to crawl only Ameba blog service, with

thousand links taken from Google (response to sin-

gle query: ‘site:ameblo.jp’). They saved all pages

to disk as raw HTML files (each page in a sepa-

rate file) and afterward extracted all the posts and

comments from HTML, and divided them into sen-

tences. The original structure (blog post and com-

ments) is preserved, thanks to which semantic re-

lations between posts and comments are retained.

Further annotation by Ptaszynski et al. [11] [32] has

been performed within the years 2010-2012, and

contains annotations of tokens, lemmas, parts-of-

speech, dependency structures and named entities

[11]. YACIS has been applied in a number of re-

search, mostly emotion related. Some of them in-

clude emotional and ethical information retrieval

[33] [34] or automatic generation of emotion object

database [35]. The corpus has also been annotated

with emotion-related information by Ptaszynski et

al. [32] and is discussed in the next section.

Apart from YACIS, Srdanović Erjavec et al. [6]

used WaC (Web as Corpus) Toolkit�10 and Kilgariff

�10 http://www.drni.de/wac-tk/

et al.’s Sketch Engine [36], a tool for thesauri gener-

ation from large scale corpora. They gathered Jp-

WaC, a 400 million word corpus of Japanese. Al-

though JpWac covers only about 7% of YACIS (400

mil. words vs 5.6 bil. words), it shows that freely

available tools developed for European languages

are to some extend applicable also for languages of

completely different typography, like Japanese�11.

However, the researchers faced several problems,

such as normalization of character encoding for all

web pages�12. For comparison, YACIS is based on

Ameba blog service which is encoded by default

in Unicode. The corpus has been applied mostly

in language learning for collocation generation and

sentence example extraction.

Baroni and Ueyama [7] developed jBlogs, a

medium-sized corpus of Japanese blogs containing

62 million words. They selected four popular blog

services (Ameba, Goo, Livedoor, Yahoo!) and ex-

tracted nearly 30 thousand blog documents. Ex-

cept part-of-speech tagging, which was done by a

Japanese POS tagger ChaSen, the whole procedure

and tools they used were the same as the ones de-

veloped in WaCky. In the detailed manual analysis

of jBlogs, Baroni and Ueyama noticed that blog

posts contained many Japanese emoticons, or kao-

moji�13. They report that ChaSen is not capable

of processing them, and separates each character

adding a general annotation tag “symbol”. This

results in an overall bias in parts of speech distribu-

tion, putting symbols as the second most frequent

(nearly 30% of the whole jBlogs corpus) tag, right

after “noun” (about 35%). They considered the fre-

quent appearance of emoticons a major problem in

processing blog corpora. For comparison, in YACIS

the researchers dealt with this problem by using

CAO, a system for detailed analysis of Japanese

emoticons developed previously by Ptaszynski et

al. [37]. Except detailed morphological analysis of

the corpus, no practical applications of jBlogs have

been reported so far.

�11 languages like Chinese, Japanese or Korean are

encoded using 2-bite characters.

�12 Japanese can be encoded in at least four stan-

dards: JIS, Shift-JIS, EUC, and Unicode.

�13 For more detailed description of Japanese emoti-

cons, see [37].
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Table 3 Comparison of emotion corpora ordered by the amount of annotations (abbreviations:

T=tokenization, POS=part-of-speech tagging, L=lemmatization, DP=dependency pars-

ing, NER=Named Entity Recognition).

4. 2 Emotion Corpora

The research on sentiment analysis and opinion

mining, as well as related research on affect anal-

ysis, or affect sensing from text, has resulted in

a number of sentiment and affect analysis systems

developed within several years [38] [39] [40] [41]. Un-

fortunately, most of such research usually ends in

proposing and evaluating a certain system. The

real world application that would be desirable, such

as annotating affective information on linguistic

data is limited to processing a usually small test

sample in the evaluation of the system. The small

number of annotated emotion corpora that exist are

mostly of limited scale and are annotated manually.

Below we describe and compare some of the most

notable emotion corpora. As an interesting remark,

eight out of nine emotion corpora described below

are extracted from blogs. The corpora are also com-

pared in Table 3.

YACIS [31] has been described shortly above

in section 4. 1. 4. Originally it was not created

as an emotion corpus, but as a general blog cor-

pus. Ptaszynski et al. [32] performed on YACIS

further annotation of emotion labels on sentences,

emotive expressions, emotion valence and emotion

intensity. The annotations were performed auto-

matically with the use of an affect analysis system

ML-Ask [39]. Later, Ptaszynski et al. [35] added

annotations of emotion objects. The emotion ob-

jects were extracted automatically by using an emo-

tional consequence retrieval method designed orig-

inally as a search engine based Web mining tech-

nique [20]. Originally the technique was extracting

emotional associations for an input phrase or sen-

tence (considered as the cause or object of the emo-

tion). Ptaszynski et al. [35] reversed the method to

extract emotion objects for emotional expressions.

The emotion annotated version of YACIS is avail-

able together with the original corpus. The emo-

tion object database is also available as a separate



Information and Media Technologies 9(4): 429-445 (2014)
reprinted from: Computer Software 31(2): 151-167 (2014)
© Japan Society for Software Science and Technology

436

sub-corpus of YACIS.

Quan and Ren [42] created a Chinese emotion

blog corpus called Ren-CECps1.0�14. They col-

lected 500 blog articles from various Chinese blog

services, such as sciencenet blog�15 or qq blog�16.

The articles were manually annotated with a large

variety of information, such as emotion class, emo-

tive expressions, polarity level, or emotion object.

Although the syntactic annotations were simplified

to tokenization and POS tagging, this corpus, next

to YACIS in Japanese, is one of the most repre-

sentative when it comes to the overall variety of

annotations.

Wiebe et al. [43] [44] report on creating the

MPQA corpus of news articles. The corpus con-

tains 10,657 sentences in 535 documents�17 ex-

tracted from a wide variety of news sources from

June 2001 to May 2002 and annotated manually

by trained annotators. The annotation schema

includes a variety of emotion-related information,

such as emotive expressions, emotion valence, in-

tensity, etc. However, Wiebe et al. focused on de-

tecting subjective (emotive) sentences and classify-

ing them into positive and negative. Thus their an-

notation schema, although one of the richest, does

not include emotion classes (joy, fear, anger, etc.).

A corpus of Japanese blogs with large amount

of annotated information has been developed by

Hashimoto et al. in 2010 and published in

2011 [45]. The corpus was developed jointly by

the National Institute of Information and Com-

munications Technology, Kyoto University, and

the NTT Communication Science Laboratories.

The KNB�18 corpus contains about 67 thousand

words in 249 blog articles. Although it is not a

large scale corpus (0.12% of YACIS compared by

words/tokens), it proposed a certain standard for

preparing corpora, especially blog corpora for sen-

timent and affect-related studies. The corpus con-

tains all relevant syntactic and morphological anno-

�14 Abbreviation of Ren’s Chinese blogs Emotion

Corpus.

�15 http://blog.sciencenet.cn/

�16 http://blog.qq.com/

�17 The newMPQAOpinion Corpus version 2.0 con-

tains additional 157 documents, 692 documents

in total.

�18 Abbreviation of Kyoto University and NTT Lab

Blog Corpus.

tations, including POS tagging, dependency pars-

ing or named entities. It also contains sentiment-

related information. Words and phrases expressing

emotional attitude were annotated by laypeople as

either positive or negative. One disadvantage of the

corpus, except its small scale, is the way it was cre-

ated. Eighty one students were employed to write

blogs about different topics especially for the need

of this research. It could be argued that since the

students knew their blogs will be read mostly by

their teachers, they could select their words more

carefully than they would in private.

Aman and Szpakowicz [40] also constructed a

small-scale English blog emotion corpus. However,

they focused not on the grammatical annotations,

but on the affect-related annotations. The corpus

was created in the following way. Firstly, seed

words were selected for six emotion classes bor-

rowed from Ekman’s standard for basic emotions in

facial expression recognition. Using the seed words,

Aman and Szpakowicz automatically retrieved blog

posts containing the seed words. Then the blog

posts were annotated manually by two layperson

annotators for each blog post. As an interesting

remark, Aman and Szpakowicz were some of the

first to recognize the task of distinguishing between

emotive and non-emotive sentences. This problem

is usually one of the most difficult in text-based af-

fect analysis and is therefore often omitted in such

research.

Das and Bandyopadhyay constructed an emotion

annotated corpus of blogs in Bengali [46]. The cor-

pus contains 12,149 sentences within 123 blog posts

extracted from Bengali web blog archive�19. Sim-

ilarly to Aman and Szpakowicz, Das and Bandy-

opadhyay also annotated their corpus with Ek-

man’s six class emotion annotation standard for

face recognition.

Matsumoto et al. [38] [47] report on construc-

tion of Wakamono Kotoba (Slang of the Youth)

Emotion Corpus (or WKEC) for the Japanese lan-

guage. The corpus contains separate sentences ex-

tracted manually from Yahoo! blogs�20. Each sen-

tence contains at least one word from a slang lex-

icon and one word from an emotion lexicon, with

additional emotion class tags added per sentence.

�19 http://www.amarblog.com/

�20 http://blog.search.yahoo.co.jp/



Information and Media Technologies 9(4): 429-445 (2014)
reprinted from: Computer Software 31(2): 151-167 (2014)
© Japan Society for Software Science and Technology

437

Both lexicons were created manually. Originally

[38], the emotion class set used for annotation (9

emotion classes) was set by applying the 6 emo-

tion types from face recognition research [48] and

adding additional three of their subjective choice.

Later [47], Matsumoto et al. enlarged their cor-

pus and refined the emotion class set. They used

four emotion classes, basing on Fischer’s emotion

systematic tree [49], which were a rough general-

ization of the original class set.

Mishne [50] collected a corpus of English blogs

from the LiveJournal�21 blog service. The cor-

pus contains 815,494 blog posts, from which many

are annotated with emotions (moods) by the blog

authors themselves. The LiveJournal service of-

fers an option for its users to annotate their mood

while writing the blog. The list of 132 moods in-

cludes words like “amused”, or “angry”. The Live-

Journal mood annotation standard offers a rich vo-

cabulary to describe the writer’s mood. However,

this richness, without any generalization to emotion

classes, has been considered too troublesome, both

for users in making the annotation choice, and for

researchers to generalize the data in a meaningful

manner [42].

Minato et al. [51] [52] collected a 14,202 word- /

1,190 sentence-corpus and annotated it manually.

The corpus is a collection of dictionary examples

from “A short dictionary of feelings and emotions

in English and Japanese” [53]. It is a dictionary

created for the need of Japanese language learners.

Unfortunately, the dictionary does not propose any

coherent emotion class list, but rather the emotion

concepts are chosen subjectively. Although the cor-

pus by Minato is the smallest corpus of all men-

tioned in this section, differently to others Minato

et al. provide a full statistical analysis of the cor-

pus. Therefore in this paper we use their research

as one of the Japanese emotion corpora for detailed

comparison. The detailed comparison is given in

section 5. 2.

Finally, Ptaszynski et al. [20] [39] gathered an

Emotive Expression Database (EED). It is not

a corpus per se, but was converted into an emo-

tive expression database by Ptaszynski et al. in

their research on affect analysis of utterances in

Japanese. They based the corpus on “Emotive Ex-

�21 http://www.livejournal.com/

pression Dictionary” [54]. The original dictionary

was developed by Akira Nakamura in a period of

over 20-year time. It is a collection of over two

thousand expressions describing emotional states

collected manually from a wide range of literature.

Nakamura’s dictionary also proposes a 10-type clas-

sification of emotions, which reflect the Japanese

language and culture. This classification is applied

to the lexicon itself. All expressions are classified as

representing a specific emotion type, one or more if

applicable. The Emotive Expression Database was

also one of the lexical resources used in annotation

of sentiment labels on YACIS, mentioned above.

5 Detailed Comparison of Corpora

In previous sections we performed a general sur-

vey on natural language corpora with an overview

and comparison of general features of the corpora.

In this section we perform a further detailed analy-

sis and comparison. We compared those corpora

for which either detailed descriptions existed or

the corpora were freely available for download and

analysis. The comparison is performed separately

for large scale corpora and emotion corpora.

5. 1 Comparison of Large Scale Corpora

To obtain a wider view on the corpora we com-

pared large scale corpora in two ways. Firstly we

compared part-of-speech (POS) tagging on corpora

of comparable size (large scale corpora of 1 bil.

tokes and more) but different languages to ana-

lyze differences of POS distribution between lan-

guages. In particular we compared Japanese lan-

guage to British and Italian. Secondly, we com-

pared POS distributions for corpora of the same

language (Japanese), but of different sizes (small,

medium, large).

In particular we compared YACIS (large), jBlogs

(medium) and JENAAD (small size newspaper cor-

pus). Information on the distribution of parts of

speech is represented in Table 4.

Japanese vs British and Italian:

The comparison of three large scale corpora

(YACIS [31] in Japanese, ukWaC [28] in British

English and itWaC in Italian) revealed interesting

observations. Although not all information on part-

of-speech statistics is provided for the latter two

corpora, the available information shows interest-
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Table 4 Comparison of POS distribution across corpora.

ing differences between part-of-speech distribution

among languages�22. In all compared corpora the

largest is the number of “nouns”. However, dif-

ferently to all Japanese corpora, second frequent

part of speech in British English and Italian corpus

was “adjective”, while in Japanese it was “verb”

(excluding “particles”). This difference is the most

vivid in ukWaC. The differences could be influenced

by the phenomenon of ambiguities in classification

of Japanese adjectives, which has been noticed in

linguistic literature for several years (see for exam-

ple Backhouse in [58]). In the discussion it is argued

that a large group of Japanese adjectives (such as

i-adjectives, etc.) behave grammatically in a sim-

ilar way to Japanese verbs (verb-like conjugation).

Computer analysis of this phenomenon could reveal

more details on this phenomenon and contribute to

the fields of language anthropology, and the philos-

ophy of language in general. YACIS vs jBlogs

and JENAAD:

We compared tendencies in POS annotations be-

tween YACIS, jBlogs (both mentioned in section

4. 1) and JENAAD [55]. The latter is a medium-

scale corpus of newspaper articles gathered from

the Yomiuri daily newspaper (years 1989-2001). It

contains about 4.7 million words (approximately

7% of jBlogs and 0.08% of YACIS). The compar-

�22 We do not get into a detailed discussion on dif-

ferences in performance between POS taggers

for different languages, neither the discussion on

whether the same POS labels (noun, verb, ad-

jective, etc.) represent similar concepts among

different languages (see for example [56] or [57]

for this discussion). These two discussions, al-

though important, are beyond the scope of this

paper.

ison of those corpora provided interesting obser-

vations. Parts of speech in jBlogs and JENAAD

were annotated with ChaSen�23, while YACIS with

MeCab�24. However, ChaSen and MeCab in their

default settings use the same ipadic dictionary�25.

Although there are some differences in the way each

system disambiguates parts of speech, the same dic-

tionary base makes it a good comparison of ipadic

annotations on three different corpora (small JE-

NAAD, larger jBlogs and large YACIS).

The statistics of POS distribution is similar

between the pairs YACIS–JENAAD (ρ = 1.0

in Spearman’s rank setting correlation test) and

YACIS–jBlogs (ρ = 0.96).

5. 2 Comparison of Emotion Corpora

In this section we compared sentiment-related

annotations on emotion corpora. In particular we

made three comparisons. Firstly, we compared pos-

itive and negative annotations on YACIS [32] and

KNB [45]. Secondly, we compared the corpus by

Minato et al. [51] with YACIS and Emotive Ex-

pression Database [39].

Firstly, we compared YACIS and KNB. The

KNB corpus was annotated mostly for the needs

of sentiment analysis and therefore does not con-

tain any information on specific emotion classes.

However, it is annotated with emotion valence

for different categories valence can be expressed

in Japanese, such as emotional attitude (e.g., “to

feel sad about X”=negative, “to like X”=positive),

opinion (e.g., “X is wonderful”=positive, “not

�23 http://chasen.naist.jp/

�24 http://sourceforge.jp/projects/mecab/

�25 http://sourceforge.jp/projects/ipadic/
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Table 5 Comparison of numbers and ratios

of positive and negative sentences

between KNB and YACIS.

convinced to X”=negative), or positive/negative

event (e.g., “X broke down”=negative, “X was

awarded”=positive). We compared the ratios of

sentences expressing positive valence to the ones

expressing negative valence. The comparison was

made for all KNB valence categories separately

and as a sum. In YACIS there is no additional

sub-categorization of valence types, but we used in

the comparison ratios of sentences with only posi-

tive/negative valence (expressions of emotions ap-

pearing in the sentence were of only positive va-

lence) and including the mostly positive/negative

sentences (situations when one sentence contains

numerous expressions, majority of which is either

positive or negative). The comparison is presented

in Table 5. In KNB for all valence categories ex-

cept one the ratio of positive to negative sentences

was biased in favor of positive sentences. Moreover,

for most cases, including the ratio taken from the

sums of sentences, the ratio was similar to the one

in YACIS (around 1.7 in favor of positive contents).

Although the scale of compared corpora (number of

compared sentences) differ greatly, the fact that the

ratio remains similar across the two corpora of dif-

ferent sizes could suggest that the Japanese express

in blogs more positive than negative emotions.

Next, we compared YACIS [32], the corpus cre-

ated by Minato et al. [51] and the Emotive Ex-

pression Database (EED) [39]. Sentiment annota-

tions in YACIS were based on the Emotive Expres-

sion Database (and thus indirectly on Nakamura’s

Emotive Expression Dictionary [54]) and share the

Table 6 Comparison of number of emo-

tive expressions appearing in differ-

ent corpora: Minato et al. [51],

YACIS and EED/Nakamura’s dic-

tionary [54], with the results of

Spearman’s rank correlation test.

Emotion classes marked with “*”

were omitted to avoid unfair com-

parison.

same emotion labeling. On the other hand, emo-

tion classes used in Minato et al. differ slightly

to those used in YACIS and Nakamura’s dictio-

nary. For example, Minato et al. use class name

“hate” to describe what in YACIS is called “dis-

like”. Moreover, they have no classes such as “ex-

citement”, “relief” or “shame”. On the other hand,

They use class name “respect”, which is not present

in YACIS. To make the comparison possible and

fair we excluded all emotion classes not appear-

ing in all three corpora and unified all class names.

The results are summarized in Table 6. A medium

correlation was observed between YACIS and Mi-

nato et al. (ρ=0.57). Finally, a strong correlation

was observed between Minato et al. and Nakamura

(ρ=0.93), which is the most interesting observa-

tion. Both Minato et al. and Nakamura are in fact

dictionaries of emotive expressions. The fact that

they strongly correlate suggests that for the com-

pared emotion classes there could be a tendency in

the language to create more expressions to describe

some emotions rather than the other (dislike, joy

and fondness are often some of the most frequent

emotion classes). Further and thorough analysis of
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this phenomenon in the future could reveal whether

some languages have their specific emotional ten-

dencies (for example, whether Americans or Polish

tend to complain more than Japanese, etc.), which

could put an end to or perhaps support some of the

stereotypes about peoples.

6 Discussion on Availability of

Corpora

An important issue in corpus development and

application is the availability of corpora. A corpus

could be a state of the art, however, if it is not avail-

able for other researchers its value dramatically de-

creases. In this section we discuss the availability

of the corpora mentioned in this paper.

In the analysis of availability of the corpora we

looked at three ways a corpus could be available.

Firstly, a corpus could be open to the public and

available for free download (either under an Open

Source or similar license or under no conditions).

A corpus available this way can be easily obtained

by third party researchers and quickly applied to

other research. Thus we consider open access as

the most useful way of making a corpus available.

Secondly, a corpus could be available after obtain-

ing an agreement with the corpus developers. The

“agreement” refers here to the further three sit-

uations: 1) personally contacting the corpus de-

velopers and asking for the permission to use the

corpus; 2) applying for the permission to use the

corpus through a predetermined and fixed applica-

tion process (for example, registering the names of

the future corpus users in a database, registering

IP addresses of the computers on which the corpus

will be further processed, etc.); 3) retail (when the

license to use the corpus is sold to future users)�26.

Finally, an important element in the process of

making a corpus available is providing an online

interface to search through the corpus. This is im-

portant in research not demanding massive corpus

querying, such as numerous linguistic or corpus lin-

�26 We included non payable and payable agree-

ments in one category to avoid an impression

that a free of charge corpus is better than a

payable one. We believe that corpora should

be compared by objective features related to re-

search applicability and financial context should

not influence the impression of the corpus.

guistic studies, or Web mining methods optimized

for processing time, such as the one by Turney and

Littman [22].

The availability of all corpora described in sec-

tion 4, analyzed according to the above guidelines

is compared in Table 7.

In general, large scale corpora have higher ten-

dency to be widely available. Especially the WaCky

project has contributed greatly to the creation of

large scale corpora in various languages and making

them widely available. The Google Books corpus

is also available to the public, which makes it the

largest freely available corpus today. Also a small

number of emotion corpora are widely available as

well, both for English (MPQA) and for Japanese

(KNB, EED).

Most of the corpora are available after obtaining

agreement with the corpus developers. In many

cases the corpus is provided by the creators free

of charge. The creators of emotion corpora tend

to provide their work free of charge, whereas in

some cases of the large scale corpora, the users need

to pay for the license to use the corpus. When it

comes to the online interface, very few corpora are

equipped with this option. Almost none of the cor-

pora freely available for download has online inter-

face. This is most probably due to the fact that any

corpus analysis can be done locally after download-

ing it.

As the corpora which do have the online interface

we counted also Google 1T and Microsoft N-gram

corpus, since these corpora are in fact the data in-

dexed by the search engines. Although the search

engine indexes and the corpora do not have the

same coverage (corpus version tends to be smaller),

the search engine results can be considered as larger

and frequently updated version of the corpus.

Almost none of the emotion corpora, has online

interface. The only two exceptions are KNB and

YACIS. The former is provided with a locally ac-

cessible easy to use interface allowing navigating

through the corpus contents. On the other hand,

YACIS has an online interface similar to a standard

search engine (Google or Bing) based on Apache

Solr engine. Unfortunately, the engine does not al-

low searching the annotated contents (morpholog-

ical annotations, emotion annotations, etc.), and

the search is based on the tokenized version of the
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Table 7 Comparison of different corpora, ordered arbitrary by availability and size.

corpus.

7 Conclusions

In this paper we presented a survey on natu-

ral language corpora. Natural language corpora

are crucial for many Software Engineering applica-

tions, such as part-of-speech taggers, dependency

parsers, dialog systems or sentiment analysis soft-

ware. Many of such applications are based on small

scale resources. Recently there have been several

initiatives to create large-scale Web-based corpora

which could enhance such applications. We com-

pared several such natural language corpora cre-

ated for different languages, analyzed their distinc-

tive features and the amount of additional anno-

tations. In the survey on Web-based corpora we

firstly focused on large-scale corpora containing bil-

lion words or more. Secondly, we focused on emo-

tion corpora, widely applied in training sentiment

analysis and opinion mining systems.

Next, we performed a detailed comparison of

those corpora which are widely available for anal-

ysis or their descriptions contain enough details

for thorough comparison. We analyzed three cor-

pora of different languages (Japanese, British En-

glish and Italian), but comparable size (YACIS,

ukWaC and itWaC, all containing 1 bil. words or

more), and three other corpora of the same lan-

guage (Japanese), but different sizes (large YACIS,

medium jBlogs and small JENAAD). The compar-

ison revealed interesting observations. The three

corpora in Japanese, although different in size,

showed similar POS distribution, whereas for other

languages, although the corpora were comparable

in size, the POS distribution differed greatly. We

plan to investigate these differences in more detail
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in the future.

As for emotion corpora, the comparison between

four corpora (YACIS, KNB, the corpus by Minato

et al. [51], and Emotive Expression Database by

Ptaszynski et al. [39]) showed similarities in the ra-

tio of expressions of positive to negative emotions

on small and large corpora. We also observed a

high correlation between two different emotive ex-

pression dictionaries.

Natural language corpora have many practical

Software Engineering applications. For example,

Ptaszynski et al. [37] used YACIS to extract a ran-

dom sample from the corpus to evaluate a system

for affect analysis of emoticons. Later, Ptaszyn-

ski et al. [35] used YACIS to automatically con-

struct a robust ontology of emotion objects. Fi-

nally, Rzepka and colleagues [34] [33] recently used

YACIS in their task for emotional and moral conse-

quence retrieval. As for other examples natural lan-

guage corpora (especially large-scale corpora) can

be helpful with, Liu and Curran [17] used their 10-

billion-word corpus for tasks such as spelling correc-

tion and thesaurus extraction. Turney and Littman

[22] showed that large scale corpora can be useful in

research on sentiment analysis. Finally, large cor-

pora can also be applied to creating more detailed

sub-corpora for a focused study, or serve as an alter-

native for systems relying on constant search engine

querying (e.g. chatbots).
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D. : The Sketch Engine, in Proc. EURALEX, 2004,

pp. 105–116.

[37] Ptaszynski, M., Maciejewski, J., Dybala, P.,

Rzepka, R. and Araki, K. : CAO: Fully Automatic

Emoticon Analysis System, in Proc. of the 24th

AAAI Conference on Artificial Intelligence (AAAI-

10), 2010, pp. 1026–1032.

[38] Matsumoto, K., Konishi, Y., Sayama, H. and

Ren, F. : Analysis of Wakamono Kotoba Emotion

Corpus and Its Application in Emotion Estimation,

International Journal of Advanced Intelligence, Vol.

3, No. 1 (2001), pp. 1–24.

[39] Ptaszynski, M., Dybala, P., Rzepka, R. and

Araki, K. : Affecting Corpora: Experiments with

Automatic Affect Annotation System - A Case

Study of the 2channel Forum -, in Proceedings of the

Conference of the Pacific Association for Compu-

tational Linguistics (PACLING-09), 2009, pp. 223–

228.

[40] Aman, S. and Szpakowicz, S. : Identifying Ex-

pressions of Emotion in Text, in Proceedings of

the 10th International Conference on Text, Speech,

and Dialogue (TSD-2007),V. Matousek, P. Maut-

ner (eds.), Plzen̂, Czech Republic, Lecture Notes

in Computer Science (LNCS) 4629, Springer, 2007,

pp. 196–205.

[41] Aman, S. and Szpakowicz, S. : Using Roget’s



Information and Media Technologies 9(4): 429-445 (2014)
reprinted from: Computer Software 31(2): 151-167 (2014)
© Japan Society for Software Science and Technology

444

Thesaurus for Fine-grained Emotion Recognition, in

Proceedings of the Third International Joint Con-

ference on Natural Language Processing (IJCNLP

2008), Hyderabad, India, 2008, pp. 296–302.

[42] Quan, C. and Ren, F. : A blog emotion corpus

for emotional expression analysis in Chinese, Com-

puter Speech & Language, Vol. 24, Issue 4 (2010),

pp. 726–749.

[43] Wiebe, J., Wilson, T. and Cardie, C. : An-

notating expressions of opinions and emotions in

language, Language Resources and Evaluation, Vol.

39, Issue 2-3 (2005), pp. 165–210.

[44] Wilson, T. and Wiebe, J. : Annotating Attribu-

tions and Private States, in Proceedings of the ACL

Workshop on Frontiers in Corpus Annotation II,

2005, pp. 53–60.

[45] Hashimoto, C., Kurohashi, S., Kawahara, D.,

Shinzato, K. and Nagata, M. : Construction of a

Blog Corpus with Syntactic, Anaphoric, and Senti-

ment Annotations [in Japanese], Journal of Natural

Language Processing, Vol 18, No. 2 (2011), pp. 175–

201.

[46] Das, D. and Bandyopadhyay, S. : Labeling Emo-

tion in Bengali Blog Corpus - A Fine Grained

Tagging at Sentence Level, in Proceedings of the

8th Workshop on Asian Language Resources, 2010,

pp. 47–55.

[47] Matsumoto, K., Kita, K. and Ren, F. : Emo-

tion Estimation from Sentence Using Relation be-

tween Japanese Slangs and Emotion Expressions, in

The 26th Pacific Asia Conference on Language, In-

formation, and Computation (PACLIC2012), 2012,

pp. 343–350.

[48] Ekman, P. : An Argument for Basic Emotions,

Cognition and Emotion, Vol. 6 (1992), pp. 169–200.

[49] Fischer, K. W., Shaver, P. R. and Carnochan,

P. : A Skill Approach to Emotional Develop-

ment: From Basic-to Subordinate-category Emo-

tions,: Damon,W.(Ed),Child development today

and tomorrow, The Jossey-Bass social and be-

havioral science series, San Francisco, CA, 1989,

pp. 107–136.

[50] Mishne, G. : Experiments with Mood Classifica-

tion in Blog Posts, in Style2005: the 1st Workshop

on Stylistic Analysis of Text for Information Ac-

cess, SIGIR 2005.

[51] Minato, J., Bracewell, D. B., Ren, F. and

Kuroiwa, S. : Statistical Analysis of a Japanese

Emotion Corpus for Natural Language Processing,

LNCS Vol. 4 114, 2006.

[52] Minato, J., Matsumoto, K., Ren, F., Tsuchiya,

S. and Kuroiwa, S. : Evaluation of Emotion Estima-

tion Methods Based on Statistic Features of Emo-

tion Tagged Corpus, International Journal of Inno-

vative Computing, Information and Control, Vol. 4,

No. 8 (2008), pp. 1931–1941.

[53] Hiejima, I. : A short dictionary of feelings and

emotions in English and Japanese, Tokyodo Shup-

pan, 1995.

[54] Nakamura, A. : Kanjō hyōgen jiten [Dictio-
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