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Abstract 23 

 24 

Physical properties of frazil and grease ice depending on their microstructures are not easily 25 

measured, while they are important elements for predicting their behavior on the ocean 26 

surface.  Thus, numerical models considering the effect of the microstructures are required 27 

to investigate the ice-water mixture.  In this paper, we combined a computational fluid 28 

dynamics (CFD) and crystal growth model, and numerically predicted a process of flotation 29 

and accumulation of crystal nuclei near the surface of calm sea, and their growth after the 30 

accumulation.  The results obtained showed that the crystal fabrics and c-axis distributions 31 

had good similarity with those of an actual sea ice, and the combined model was effective 32 

for dealing with ice-water mixture.  Thus far, while we have paid little attention to the 33 

details of c-axis distributions within the surface layer of sea ice because of their tedious 34 

investigation, the results also indicated that anisotropic growth of crystal nuclei, as well as 35 

the flotation and accumulation, strongly affects the c-axis distributions within the horizontal 36 

cross-sections of the surface layer of sea ice grown under calm sea conditions.  This work 37 

would be an important step for the development of numerical models to predict the 38 

complex phenomena of sea ice depending on the microstructures, such as behavior of the 39 

ice-water mixture on the sea surface. 40 

 41 

Keywords: Sea ice; Crystal growth; Numerical simulation; C-axis orientations; Flotation 42 

of crystal nuclei; Geometric selection 43 
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1. Introduction 44 

 45 

Sea ice is mainly comprised of pure ice crystals arranged in an hcp lattice and brine 46 

inclusions.  They influence mechanical (e.g., Zhan and Wilson, 1997; Schulson, 1999; 47 

Cole, 2001), thermal, and other properties (e.g., Gow and Tucker III, 1991) of sea ice, thus 48 

requiring detailed studies.  However, the characteristics of sea ice can be considerably 49 

altered by changes in the growth conditions and the environment in which it exits (e.g. 50 

Weeks and Ackley, 1986; Weeks, W.F., 1998; Golden et al., 1998; Eicken, 2003; Jones et 51 

al., 2013); this fact makes it difficult to perform experimental studies under laboratory 52 

conditions. 53 

 54 

In many cases, sea ice growth initiates from the ice crystal nuclei generated in supercooled 55 

seawater (e.g, Weeks and Ackley, 1986; Eicken, 2003).  Nuclei grow into spherical and 56 

then discoidal crystals before forming a dendritic shape, and float to and accumulate near 57 

the sea surface (e.g. Weeks and Ackley, 1986).  In leads and polynyas, generation of frazil 58 

ice is an important formation mechanism of sea ice (e.g. Martin, 1981; Ushio and 59 

Wakatsuchi, 1993; Smedsrud et al., 2006; Skogseth et al, 2009), and solid fraction of the 60 

grease ice formed by their accumulation is matter of deep interest (e.g. Naumann et al, 61 

2012; Maus and De La Rosa, 2012); however, it is fiendishly difficult to measure.  Thus, 62 

numerical models to investigate the solid fraction would be useful and powerful tools in the 63 

studies of ice-water mixture. 64 

 65 
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A number of numerical models have been developed.  For example, Petrich et al. (2006) 66 

used a computational fluid dynamics model to simulate the unidirectional growth of sea ice 67 

and successfully obtained c-shape profiles of salinity, which are typically observed in 68 

first-year sea ice (e.g., Gow and Tucker III, 1991; Eicken, 2003).  Maus and De la Rosa 69 

(2012) developed mathematical model to predict salinity and solid fraction of frazil and 70 

grease ice, and successfully reproduced them.  In their model, however, seawater 71 

solidification processes were predicted using a continuum approximation and the 72 

orientation of each crystal was not considered.  The amount of seawater in the grease ice 73 

would be influenced by changes of the geometry of ice nuclei accumulated near the sea 74 

surface.  Thus, growth rate anisotropies of the nuclei have to be considered to predict the 75 

amount of seawater trapped in the ice; that is, we require the consideration of crystal 76 

orientations in the numerical models. 77 

 78 

The crystal fabric of typical first-year sea ice is known to show fine grains in the uppermost 79 

surface and columnar-shaped grains below it.  This transition in the shape and size of 80 

grains accompanies a change in c-axis orientations.  In other words, the c-axes of crystals 81 

show various directions within the layer of fine crystals and gradually align in the 82 

horizontal direction within the layer below with depth.  The mechanisms of the transition 83 

process of c-axis orientations to the horizontal direction are known as geometric selection 84 

(e.g., Weeks and Ackley, 1986; Weeks and Wettlaufer, 1996); however, little attention has 85 

been paid to the c-axis orientations within the layer of fine grains near the sea surface.  A 86 

reason for this is that the diameter of grains in this layer is usually <5 mm and such fine 87 
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grains are tedious to investigate using traditional experimental methods in glaciology 88 

(Weeks and Wettlaufer, 1996). 89 

 90 

Kawano and Ohashi (2009) have conducted numerical simulations of the development of 91 

the crystal fabric of sea ice using the Voronoi dynamics technique (Ohashi et al., 2004).  92 

In the model, the development of the crystal fabric was represented by the growth of crystal 93 

nuclei that had an anisotropic growth rate, and alignment of c-axes within the horizontal 94 

plane by geometric selection was obtained.  In the simulation, however, the positions of 95 

crystal nuclei were fixed and their orientations, that were randomly selected, also remained 96 

at their initial states, and the flotation and rotation of crystal nuclei during their growth 97 

were not considered.   98 

 99 

Recently, Dempsey et al. (2010) introduced the effect of rotation of crystals into the 100 

Voronoi dynamics technique, and successfully reproduced the development process of the 101 

crystal fabric of platelet ice.  In their model, the process of flotation of platelets was 102 

ignored, and only the rotation after flotation was considered; each platelet rested at the 103 

orientation where three or more points on the surface were in contact with the bottom of the 104 

sea ice.  Thus, the orientations were decided only by the mechanical stability, and the 105 

effects of fluid dynamics and buoyancy on platelets were not directly considered (Dempsey 106 

et al., 2010).   107 

 108 
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In this study, we first employed a computational fluid dynamics (CFD) model to represent a 109 

process of growth and accumulation of crystal nuclei with their flotation driven by the 110 

buoyancy, and simulated the formation process of the layer of fine crystals under calm sea 111 

conditions.  However, the CFD simulation is computationally expensive; we conducted it 112 

by a two-dimensional approximation.  We second investigated each c-axis orientation of 113 

crystal nuclei in the accumulated layer near the sea surface, which was predicted by the 114 

above flotation and accumulation simulation, and we adapted the c-axis orientations to the 115 

initial crystal nuclei; a development process of sea ice crystal from the crystal nuclei was 116 

represented in the three-dimensional simulation space, using the Voronoi dynamics 117 

technique.  Finally, we obtained numerical results for the development process of sea ice 118 

crystals from the sea surface and compared the c-axis distributions obtained with 119 

simulations and experiments (Weeks and Ackley, 1986), and validated the numerical 120 

models and investigated c-axis distributions near the sea surface. 121 

 122 

 123 

 124 

2. Numerical Procedure 125 

 126 

2.1 Nucleus Flotation Model 127 

 128 

We employed the Moving Particle Semi-implicit (MPS) method to represent flotation of 129 

crystal nuclei growing in the seawater.  The MPS method was developed by Koshizuka 130 
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and Oka (1995) and as a particle method for the incompressible fluid analysis.  In the 131 

MPS method, continuums are represented by moving particles which are calculation points, 132 

i.e., the view point is Lagrangian.  The MPS method has advantages compared to 133 

traditional finite element (FEM) methods or finite difference methods (FDM); 134 

computational grids are not necessary, interfaces can be easily tracked, and large 135 

deformations of continuums are easily represented.  Thus, it has been applied to 136 

simulations of complex phenomena such as breaking waves (e.g. Koshizuka et al., 1998; 137 

Gotoh and Sakai, 2006), vapor explosions (e.g. Koshizuka et al., 1999), and fluid-structure 138 

interactions (e.g., Koshizuka and Oka, 1995; Lee et al., 2007), as well as the incompressible 139 

fluid simulations.  The MPS method would also be a suitable for the simulations of 140 

flotation of crystal nuclei growing in the seawater; that is because the method can easily 141 

track the moving interfaces of ice-water and water-atmosphere, and represent the 142 

interaction between crystal nuclei and seawater.  The procedure was explained below. 143 

 144 

 145 

2.1.1 MPS Method for Incompressible Fluid 146 

 147 

To represent flotation of crystal nuclei in the seawater, the Navier-Stokes equation, given as 148 

follows: 149 

 150 

 guP
Dt

uD 


 21



 (1)  

 151 
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was solved with the incompressibility condition by using the MPS method (Koshizuka and 152 

Oka, 1996; Koshizuka et al., 1998; Gotoh and Sakai, 2006), where u


 is the velocity vector,  153 

  is the density of the element at a position, P  is the pressure,   is the kinematic 154 

viscosity, and g


 is the acceleration due to gravity.  Eq. (1) is written for an element at a 155 

position.  In the simulation, the continuum was discretized by three types of particles: 156 

water, ice, and wall, and each particle has a density   in accordance with the individual 157 

particle type.  That is, the element and   are changed with changing the position.  The 158 

flow of sea water can be represented by solving Eq. (1) with the MPS method, while a 159 

solid-liquid interaction model is also necessary to represent the flotation of crystal nuclei.  160 

The procedure for solving Eq. (1) with the MPS method was explained in this section, and 161 

the solid-liquid interaction model was described in the section 2.1.3. 162 

 163 

In the MPS method, Gradient and Laplacian operators in Eq. (1) are discretized by 164 

following particle interaction models (Koshizuka and Oka, 1996; Koshizuka et al., 1998; 165 

Gotoh and Sakai, 2006): 166 

 167 

 168 

 169 
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 170 

where d  is the number of space dimensions,   is an arbitrary scalar, r


 is the position 171 

vector of a particle, w is the weight function,   is the parameter that ensures that 172 

increases in variance are equal to the analytical solutions, 0n  is the constant value of the 173 

particle number density fixed for incompressibility, i is the number of a particle, and j is the 174 

number of a neighbor of the particle i.  The particle number density for particle i is defined 175 

as follows: 176 

 177 

 178 

The weight function employed in this study is defined as follows (Shao and Lo, 2003): 179 

 180 

 181 

where 𝑟𝑒  is the finite distance of interaction between particles.  Ataie-Ashtiani and 182 

Farhadi (2006) conducted dam-break simulations using the MPS method, and compared the 183 
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stability of the calculations between six types of weight functions.  Their results showed 184 

that Eq. (6) was the most stable among them. 185 

 186 

Eq. (1) was solved with Eqs. (2)-(4) by the following steps: 187 

(i) The initial conditions of 0n , particle velocities 0

iu


 and pressure 0

iP  were set. 188 

(ii) The temporary particle velocities 

iu


 and positions 

ir


 were calculated: 189 

 190 

 191 

 192 

where N is the time step and t  is the time increment of the current step. 193 

(iii) The temporary particle number density 

in  was calculated by Eq. (5). 194 

(iv) The pressure Poisson equation was solved: 195 

 196 

 197 

where S is the source term of the equation.  In this study, we employed the model in 198 

Kondo and Koshizuka (2007) as the source term to suppress pressure oscillation during 199 

the simulation. 200 

(v) The pressure gradient term of Eq. (1) was calculated and the velocities and positions of 201 
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the particles were modified: 202 

 203 

 204 

 205 

Incompressible fluid flow was represented by repeating steps (ii)-(v). 206 

 207 

 208 

2.1.2 Boundary Condition for Free Surfaces 209 

 210 

Let us assume a continuum such as a water column.  When the continuum is discretized 211 

by particles, no particle exits in the region outside of the continuum.  Thus, particle 212 

number densities (Eq. (5)) are lower at the particles on the free surface than those inside of 213 

the continuum, and we can find particles on the free surface by using the difference 214 

between the particle number densities.  A particle that satisfies 215 

 216 

 217 

is considered to be on the free surface (Koshizuka and Oka, 1996), where β is a parameter.  218 

In this study, the interface between seawater and atmosphere was treated as the free surface, 219 

 11  

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and 97.0  (Koshizuka and Oka, 1996; Koshizuka et al., 1998) was employed and 220 

0P was applied to particles on the free surface. 221 

 222 

 223 

2.1.3 Interaction between Ice Crystals and Fluid 224 

 225 

Ice crystals were treated as rigid bodies in this study.  Interactions between the rigid 226 

bodies and fluid are represented by particles with a fixed relative configuration (Koshizuka 227 

et al., 1998).  The algorithm to represent the interaction consists of following two steps.  228 

First, the algorithm for the incompressible fluid explained in the section 2.1.1 is adapted to 229 

the ice particles; that is, the ice crystals move as fluid and deform in the first step.  Second, 230 

the shapes of ice crystals deformed in the first step are restored with keeping the 231 

translational and the angular momentums at the centers of gravity points of the crystals.  232 

The procedure combining the calculations of incompressible fluid and the ice-water 233 

interaction was repeated with time steps, and the interactions between ice crystals (rigid 234 

bodies) and fluid were represented. 235 

 236 

 237 

2.1.4 Crystal Growth Model 238 

 239 

Fig. 1 shows a schematic of the crystal growth model introduced into the MPS method.  240 

To represent the process where crystal nuclei are generated in supercooled seawater and 241 
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grow with a certain growth rate, we employed the following procedure: 242 

 243 

(i) We assumed a simulation space that was discretized into 𝑚 particles. 244 

(ii) All particles are initially given the character number 1 , which indicates that they are 245 

liquid: 246 

 247 

 248 

where 𝑖 is the number of a particle. 249 

(iii) Some particles were chosen from the liquid particles and their character number ( 1 ) 250 

was changed to k ( ,3,2,1k ).  The particles with the character number k ( 1 ) were 251 

assumed to be solidified.  The solidified time 
jst , growth rate  kg


, crystal 252 

orientation  k  and density s  of a solid were defined for the solidified particles. 253 

(iv) The time increment t  was defined as 254 

 255 

 256 

where   was the coefficient determining the fineness of time divisions.  r


 is the 257 

position vector of a particle, and ij rr


  is the distance between particles i and j. 258 

(v) Time durations for solid particles j to reach a liquid particle 𝑖 were calculated and the 259 

   1character i , (13)  
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shortest time duration 
imint  was found; that is: 260 

 261 

 262 

where  k

jig  is the growth rate of particle j in the direction of particle i and cryr  is the 263 

reachable distance of growth from particles j (Fig. 1 (a) and (b)).  Character number k, 264 

which is the character of particle j, was also stored. 265 

(vi) If the condition 266 

 267 

 268 

was satisfied, particle 𝑖 was assumed to be solidified (   ki character ) at time 269 

 270 

 271 

and  kg


,  k  and s  were added to particle i.  An aggregate of particles with the 272 

same character number was assumed to be a crystal and treated as a rigid body.   273 

 274 

In Eq. (17), the definition of the solidified time 
ist  changes depending on 

imint .  The 275 
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reason for this is as follows.  When tt
imin  , if 

imint  is employed as 
ist , particle i is 276 

solidified at the time of the previous step.  To avoid conflicts with this problem, we 277 

employed a time intermediate between t and tt   if tt
imin  .  When the above routines 278 

were introduced into the MPS method and steps (iv)-(vi) were repeated, crystal nuclei grew 279 

(Fig. 1 (c)-(e)) and floated up. 280 

 281 

 282 

2.1.5 Growth Rate Model of Crystal Nuclei 283 

 284 

When the crystal nuclei of ice grow in supercooled seawater, their growth rate in the 285 

direction perpendicular to the c-axis is commonly higher than that in the c-axis.  Such 286 

anisotropy in the growth rates results in discoidal crystals in the initial stage of their growth 287 

(e.g., Weeks and Ackley, 1986).  To represent the anisotropic growth of nuclei in a 288 

two-dimensional approximation, we employed the following model.  289 

 290 

Fig. 2 shows the model for the growth rate of the discoidal crystals, when we observed 291 

from a direction perpendicular to the c-axis.  The growth rates in the direction of and 292 

perpendicular to the c-axis can be expressed as 293 

 294 

 295 

 
 

12 Cg k

basald 


, (18)  
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 296 

where 1C  and 2C  are constants.  The rotation relation between the global coordinate 297 

system yx   and the local coordinate system 00 yx   of a nucleus k is given by  k . 298 

 299 

 300 

2.2 Voronoi Dynamics Technique 301 

 302 

We employ the Voronoi dynamics technique (Ohashi et al., 2004; Kawano and Ohashi, 303 

2009; Dempsey et al., 2010) to simulate crystal growth of sea ice in three-dimensional 304 

space.  In the technique, crystal growth is that in which each of crystal nuclei extends its 305 

territory.  The territory is assumed to be a crystal and its extension represents crystal 306 

growth.  A nucleus will grow faster if it is generated at an earlier nucleation stage and if it 307 

is located at a better place for growth; a larger liquid region existing around the nucleus 308 

results in a larger crystal. 309 

 310 

The Voronoi dynamics technique was developed by Ohashi et al. (2004), and 311 

two-dimensional simulations of growth of ice crystals were performed using the method; 312 

the crystal fabrics obtained showed good similarity with those of actual ice crystals.  The 313 

method was adapted to the three-dimensional simulations of crystal growth by Kawano and 314 

Ohashi (2009), and development process of sea ice from the sea surface was simulated; the 315 

results obtained by the simulations showed that the c-axis orientations as well as crystal 316 

 
 

22 Cg k

cd 


, (19)  
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fabrics have good similarity with those of actual sea ice.  Dempsey et al. (2010) 317 

introduced the effect of rotations of crystals after their flotation into the Voronoi dynamics 318 

technique; the model successfully predicted the platelet ice fabric in McMurdo Sound, 319 

Anterctica.  That is, the Voronoi dynamics technique has been adapted mainly to predict 320 

the crystal fabrics and c-axis orientations of sea ice.  The numerical procedure for the 321 

Voronoi dynamics technique is explained below. 322 

 323 

Fig. 3 shows a schematic of the Voronoi dynamics technique, and the algorithm is 324 

explained below. 325 

(i) We assumed a simulation space dhw   that was divided into zyx mmm  . 326 

(ii) All cells were initially given the character number 1 , which means that the cells were 327 

liquid: 328 

 329 

 330 

where the set of  kji ,,  is the address of a cell. 331 

(iii) Nuclei were put into the simulation space.  Each had a character number k 332 

( ,3,2,1k ), nucleation position 
 k

nx


, nucleation timing 
 k

nt  and growth rate 333 

 kg


. 334 

(iv) The time increased from t to tt  .  t  was calculated by 335 

 336 

   1,,character kji , (20)  
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 337 

where α is the coefficient to determine a fineness of time deviation. 338 

(v) The time  k

reacht  when a nucleus has grown from 
 k

nx


 to the center  ljixc ,,


 of each 339 

cell was calculated: 340 

 341 

 342 

(vi) The number k was added to the cell  lji ,, : 343 

 344 

 345 

if following conditions were satisfied: 346 

 (a)  k

reachttt  , 347 

 (b) the cell had the character number of liquid ( 1 ), and 348 

(c1) the character number k did not exist in all cells or 349 

(c2) at least one of the neighboring cells had the character number k.  350 

In the case where some nuclei satisfy the condition (a), the number k of the nucleus 351 

with smallest value of  k

reacht  is selected in those satisfying the condition (c1) or (c2).  352 
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Cells with a character number k were assumed to be solidified.  When steps (iv)-(vi) 353 

were repeated, aggregates of solidified cells, where each of them has the same 354 

character number k, were formed.  Each aggregate was assumed to be an individual 355 

crystal. 356 

 357 

The growth rate model introduced into the Voronoi dynamics technique is as follows; Fig. 4 358 

shows a schematic of the model.  Crystal nuclei were assumed to grow in discoidal shapes.  359 

The growth rates in the direction of and perpendicular to the c-axis can be expressed as 360 

follows: 361 

 362 

 363 

 364 

where 1C  and 2C  are constants.  The rotation relationship between the global 365 

coordinate system zyx   and the local coordinate system 000 zyx   of a nucleus k 366 

was given by a set of Euler angles   ,, . 367 

 368 

 369 

 370 

 3. Results and Discussion 371 

 372 
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3.1 Flotation and accumulation of crystal nuclei simulated by the MPS method 373 

 374 

Let us assume a condition where crystal nuclei are generated in supercooled seawater near 375 

the surface of a calm sea.  Crystal nuclei float to the sea surface due to buoyancy, grow in 376 

a discoidal shape, and accumulate near the sea surface.  To represent such conditions, we 377 

employed the following conditions. 378 

 379 

The two-dimensional seawater specimen employed in this study is shown in Fig. 5 (a).  380 

The size of the specimen, which was placed on the wall, is 410 mm
2
 and discretized by 40381 

100 particles.  Next, 100 particles were randomly chosen as crystal nuclei within the 382 

upper half of the specimen, and their physical constants were changed from those of 383 

seawater to ice.  Their growth rate was assumed to be   1.02 k

basaldg


 1smm   and 384 

  01.02 k

cdg


 1smm  , and their initial crystal orientations were randomly selected.  The 385 

density of ice was given by 917s   3mkg  and the density of seawater was 386 

approximately given by 1000l  3mkg   which is the value of fresh water.  The free 387 

slip condition was applied to the boundary between the wall and seawater.  A cyclic 388 

boundary condition was assumed for both sides of the specimen.  The results are shown in 389 

Fig. 5 (b)-(d), where different crystal nuclei are shown in different colors. 390 

 391 

Crystal nuclei grew with an anisotropic growth rate, and discoidal crystals were formed.  392 

At the same time, they moved upward and accumulated near the sea surface.  After the 393 
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accumulation, there was less space to grow around the crystal nuclei, and eventually they 394 

stopped their growth.  Thus, the obtained crystal fabric shows smaller grains within the 395 

upper part of the specimen.  The result means that the obtained crystal fabric is formed by 396 

the growth, flotation, and accumulation of crystal nuclei. 397 

 398 

Next, we extracted the upper 3.5 mm of the ice crystal in Fig. 5 (d), and the c-axis 399 

distribution within the specimen was obtained using the following procedure; the results are 400 

shown in Fig. 6.  The relative percentages shown in the figure were calculated using the 401 

number of crystals.  In other words, the c-axes ranging from 0° to 90° were divided into 402 

nine bins, and each relative percentage was calculated by the number of crystals belonging 403 

to each c-axis section.  Fig. 6 shows that a minor peak existed at a nearly vertical (  0°) 404 

c-axis, and one more minor peak was observed at around  70°.  We noticed that such a 405 

distribution was formed by flotation and accumulation of crystal nuclei near the sea surface.  406 

In other words, the distribution in Fig. 6 would reflect the mechanism where discoidal 407 

crystal nuclei were oriented after their flotation and accumulation.  However, the 408 

differences between the bins in Fig. 6 were modest, and there is a possibility that the 409 

distribution is changed depending on the simulation conditions such as nucleation density, 410 

growth rate, and growth rate anisotropy. 411 

 412 

 413 

3.2 Development process of sea ice crystals simulated by the Voronoi dynamics 414 

technique 415 



 22 / 44 

 

 416 

Using the Voronoi dynamics technique, we numerically simulated the development process 417 

of sea ice crystals from the accumulated layer of crystal nuclei near the sea surface.  The 418 

simulation conditions were as follows.  The size of the seawater specimen was 100100419 

100 3mm  and discretized by 100100100 voxels.  Nine hundred nuclei were placed 420 

within the upper 10 mm of the sea surface.  Two simulations were performed with 421 

different c-axis orientations of initial crystal nuclei; one was given by the c-axis distribution 422 

obtained by the simulation of flotation and accumulation of crystal nuclei (Fig. 6) and the 423 

other was randomly selected.  Growth rate parameters employed in both simulations were 424 

assumed to be   1.03 k

basaldg


 1smm   and   01.03 k

cdg


 1smm  . 425 

 426 

Fig. 7 shows the development process of sea ice fabrics: (a)-(c) are the results obtained with 427 

the condition where c-axis orientations of initial nuclei were given by Fig.6 and (d)-(f) are 428 

the results obtained with the condition where c-axis orientations of initial nuclei were 429 

randomly given.  In other words, the effects of flotation of the initial nuclei were 430 

considered in the simulations of Fig. 7 (a)-(c).  The effects of flotation were investigated 431 

by comparing the results of the two simulations. 432 

 433 

Both results show fine grains near the sea surface and columnar grains below it, and their 434 

appearances have good similarity with each other.  Fig. 8 shows changes in the c-axis 435 

distributions with depth; the distributions were calculated with areas of crystals and their 436 

c-axes within each horizontal cross-section.  In both conditions with and without 437 
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considering the effect of flotation of crystal nuclei, only c-axes close to the horizontal 438 

remain at greater depths, i.e., geometric selection of c-axis orientations takes place.  This 439 

transition process is in good agreement with that of actual sea ice (see Fig. 9).  Kawano 440 

and Ohashi (2009) and Dempsey et al. (2010) also successfully reproduced the 441 

phenomenon using the Voronoi dynamics technique.  In the c-axis distributions near the 442 

sea surfaces, however, there was a little difference between the results obtained with and 443 

without considering the effects of flotation and accumulation of crystal nuclei. 444 

 445 

Fig.8 (a) and (d) shows c-axis distributions within the horizontal plane 5 mm from the top 446 

of the ice.  The result obtained with the condition where initial crystal nuclei were 447 

randomly selected is a relatively homogeneous distribution (Fig. 8 (d)), whereas there are 448 

two minor peaks at the vertical c-axis and 70° in the result obtained by the simulation 449 

considering the effect of flotation (Fig. 8 (a)).  The features of Fig. 8 (a) are also observed 450 

in that of an actual sea ice (Fig. 9 (a)), and we notice that the c-axis distribution is 451 

successfully reproduced by the simulation considering flotation of crystal nuclei.   452 

 453 

 454 

3.3 Effects of flotation and geometric selection on c-axis distribution 455 

 456 

From the above discussion, it was indicated that flotation and accumulation of crystal 457 

nuclei strongly affect the c-axis distributions of sea ice near the sea surface.  However, 458 

one point still unclear; crystal nuclei with a nearly vertical c-axis should grow faster and 459 
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occupy a larger area than those with c-axes in horizontal plane within the horizontal 460 

cross-sections; however, the c-axis distribution calculated by the number of initial nuclei 461 

(Fig. 6) was similar to that calculated by the area of crystals (Fig. 8 (a)).  Next, we 462 

investigated the reason for such a similarity. 463 

 464 

Fig. 10 (a) and (b) shows relative percentages of the average areas and the number of 465 

crystals within the horizontal cross-section 5 mm from the top of the ice studied in Fig. 7 466 

(c); each relative percentage in the histograms was calculated using crystals belonging to 467 

each c-axis section.  Fig. 10 (a) shows that crystals with vertical and nearly vertical c-axes 468 

occupy a larger area than others.  In contrast, Fig. 10 (b) shows a peak at around 70° and 469 

the number of crystals with a nearly vertical c-axis is lower than that of others.  Thus, 470 

while the number of crystals with vertical c-axis is lower than that of others within the 471 

horizontal cross-section near the sea surface, crystals with the vertical c-axis have a faster 472 

growth rate and occupy a larger area within the horizontal cross-section.  In the case of the 473 

crystals with c-axis around 70°, the number was higher, but the area of each crystal was 474 

smaller due to its slower growth rate in the horizontal direction．In other words, the 475 

geometric selection of c-axes occurs also within the layer of fine-grained ice near the sea 476 

surface.  As a result, the c-axis distribution of Fig. 8 (a) was obtained. 477 

 478 

Fig. 11 shows a schematic of the changes in areas and the appearance ratio of crystals 479 

depending on their c-axis orientations in the horizontal cross-sections.  Within the 480 

horizontal cross-sections, c-axis vertical crystals occupy larger area, while their appearance 481 
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ratio is lower; the same phenomenon can be observed in the actual sea ice (e.g. Dempsey 482 

and Langhorne, 2012).  We noticed that crystal orientations of crystal nuclei were 483 

determined by the effect of flotation and accumulation, and the areas and number of 484 

crystals within the horizontal cross-sections were geometrically determined by their 485 

orientations (Fig. 11).  Therefore, the results indicate that both the effects of flotation and 486 

accumulation of the crystal nuclei and geometric selection of c-axes are dominant factors in 487 

determining the c-axis distributions within the horizontal cross-sections of the surface layer 488 

of ice grown under calm sea conditions, which results in the c-axis distribution observed by 489 

Weeks and Ackley (1986). 490 

 491 

 492 

 493 

4. Conclusions 494 

 495 

We conducted numerical simulations of the development process of sea ice from the sea 496 

surface in a calm sea considering flotation and accumulation of crystal nuclei using the 497 

Moving Particle Semi-implicit (MPS) method and the Voronoi dynamics technique.  The 498 

results can be summarized as follows. 499 

 500 

With the MPS method, we successfully reproduced a process where discoidal crystal nuclei 501 

grew with their flotation and accumulation near the sea surface.  The c-axis distribution in 502 
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the accumulated layer of crystal nuclei calculated by the number of crystal nuclei showed 503 

two minor peaks: one was at the horizontal c-axis and the other was at around 70°.   504 

 505 
The c-axis distribution obtained by the MPS method adapted to initial crystal nuclei, and 506 

sea ice crystal growth from the sea surface was simulated by the Voronoi dynamics 507 

technique.  The results showed good agreement with an experimental result; two minor 508 

peaks occurred in the c-axis distribution within the horizontal cross-section of the sea ice 509 

near the sea surface.  In contrast, some discrepancy occurred in the distribution with the 510 

condition where c-axes of initial crystal nuclei were randomly selected.  Thus, more 511 

accurate c-axis distribution near the sea surface was reproduced by using a model 512 

combining the Voronoi dynamics technique and the effect of flotation and accumulation of 513 

crystal nuclei 514 

 515 

The c-axis distribution calculated by the number of crystal nuclei after their flotation and 516 

accumulation was similar to that calculated by the area of crystals within the horizontal 517 

cross-section near the sea surface.  However, the process of flotation and accumulation of 518 

crystal nuclei did not directly determine the c-axis distribution within the horizontal 519 

cross-section; the number of crystals with the vertical c-axis and nearly vertical c-axes was 520 

lower within the section, but their average area within the horizontal cross-sections was 521 

larger than that of other grains.  In other words, the results obtained indicated that the 522 

effects of flotation and accumulation as well as the geometric selection of c-axes by a 523 

favorable crystal orientation were the dominant factors in determining the c-axis 524 
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distribution of a surface layer of ice grown under calm sea conditions: this resulted in the 525 

c-axis distribution observed by Weeks and Ackley (1986). 526 

 527 

In this study, we successfully reproduced the development process of sea ice crystals from 528 

the surface of calm sea with considering the effects of flotation and accumulation of initial 529 

crystal nuclei, using a model combining the MPS method and Voronoi dynamics.  The 530 

model could deal with the ice-water mixture such as frazil and grease ice; it would be 531 

adapted to investigate their solid fractions that are fiendishly difficult to measure, by 532 

introducing some physical effects into it.  There is a possibility that the improved model is 533 

also adapted to analyze the fresh water ice; it would be useful for investigating preferred 534 

crystal orientation (e.g. Müeller-Stoffels et al., 2009).  This work would be an important 535 

step for the development of numerical models to predict the complex phenomena of sea ice 536 

depending on the microstructure, such as behavior of the ice-water mixture on the sea 537 

surface. 538 
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 634 

Figure 1. Schematic of the crystal growth model introduced into the moving particle 635 

semi-implicit method; (a), (b) the growth process of single crystal and (c)-(e) a tri-crystal.  636 

An aggregate with the same character number is an individual crystal. 637 

 638 

Figure 2. Anisotropic growth rate model and local coordinate system 00 yx   defined for 639 

each of the crystal nuclei.  The model was introduced into the moving particle 640 

semi-implicit method. 641 

 642 

Figure 3. Schematic of the Voronoi dynamics technique (Kawano and Ohashi, 2009). 643 

 644 

Figure 4. Growth rate model of a crystal nucleus and its local coordinate system 645 

000 zyx   defined for each crystal nucleus (Kawano and Ohashi, 2009).  The model 646 

was introduced into the Voronoi dynamics technique. 647 

 648 

Figure 5. Flotation and accumulation processes of crystal nuclei simulated using the 649 

moving particle semi-implicit method: (a) initial state and (b)-(d) development processes. 650 

 651 

Figure 6. Histogram showing the relative percentages of the number of crystals belonging 652 

to different c-axis orientations (0° =vertical, 90° =horizontal) in the ice studied in Fig. 5 653 

(d). 654 

 655 
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Figure 7. Development process of sea ice fabrics obtained by simulations (a)-(c) 656 

considering and (d)-(f) without considering the effects of flotation of crystal nuclei. 657 

 658 

Figure 8. Histograms showing the relative percentages of different c-axis orientations 659 

(0° =vertical, 90° =horizontal) calculated from the area within horizontal cross-sections.  660 

Results obtained by simulations (a)-(c) with and (d)-(f) without considering the effects of 661 

flotation. 662 

 663 

Figure 9. Histograms showing the relative percentages of different c-axis orientations (0° = 664 

vertical, 90° = horizontal), which is an experimental observation of actual sea ice grown 665 

under calm sea conditions (Weeks and Ackley, 1986). 666 

 667 

Figure 10. Histograms showing the relative percentages of (a) average areas of crystals and 668 

(b) the number of crystals depending on c-axis orientations (0°= vertical, 90°= horizontal) 669 

within the horizontal cross-section 5 mm from the top of the ice studied in Fig.7 (c).  The 670 

largest value in the relative percentages of each histogram is displayed as 100 %. 671 

 672 

Figure 11. Schematic showing the changes of appearance ratio and areas of crystals 673 

depending on their c-axis orientations at horizontal cross-sections. 674 

 675 

 676 

 677 
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Figures 678 

 679 
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 694 

 695 

Figure 1. Schematic of the crystal growth model introduced into the moving particle 696 

semi-implicit method; (a), (b) the growth process of single crystal and (c)-(e) a tri-crystal.  697 

An aggregate with the same character number is an individual crystal. 698 
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Figure 2. Anisotropic growth rate model and local coordinate system 𝒙𝟎‐ 𝒚𝟎 defined for 711 

each of the crystal nuclei.  The model was introduced into the moving particle 712 

semi-implicit method. 713 
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Figure 3. Schematic of the Voronoi dynamics technique (Kawano and Ohashi, 2009). 736 
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 744 

 745 

Figure 4. Growth rate model of a crystal nucleus and its local coordinate system 746 

000 zyx   defined for each crystal nucleus.  The model was introduced into the Voronoi 747 

dynamics technique. 748 
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 764 

 765 

 766 

Figure 5. Flotation and accumulation processes of crystal nuclei simulated using the 767 

moving particle semi-implicit method: (a) initial state and (b)-(d) development processes. 768 
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 787 

Figure 6. Histogram showing the relative percentages of the number of crystals belonging 788 

to different c-axis orientations (0° =vertical, 90° =horizontal) in the ice studied in Fig. 5 789 

(d). 790 
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Figure 7. Development process of sea ice fabrics obtained by simulations (a)-(c) 812 

considering and (d)-(f) without considering the effects of flotation of crystal nuclei.  813 
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 818 

 819 

 820 

Figure 8. Histograms showing the relative percentages of different c-axis orientations 821 

(0° =vertical, 90° =horizontal) calculated from the area within horizontal cross-sections.  822 

Results obtained by simulations (a)-(c) with and (d)-(f) without considering the effects of 823 

flotation. 824 

 825 

 

0
10
20
30
40
50
60
70
80
90

100

1 2 3 4 5 6 7 8 9

5mm

0
10
20
30
40
50
60
70
80
90

100

1 2 3 4 5 6 7 8 9

50mm

0
10
20
30
40
50
60
70
80
90

100

1 2 3 4 5 6 7 8 9

100mm

0 50° 90° 

50 

100 

% 

0 50° 90° 

50 

100 

% 

0 50° 90° 

50 

100 

% 

0
10
20
30
40
50
60
70
80
90

100

1 2 3 4 5 6 7 8 9

5mm

0
10
20
30
40
50
60
70
80
90

100

0 2.03 19.48

50mm

0
10
20
30
40
50
60
70
80
90

100

0 2.03 19.48

100mm

0 50° 90° 

50 

100 

% 

0 50° 90° 

50 

100 

% 

0 50° 90° 

50 

100 

% 

(a) (b) (c) 

(d) (e) (f) 

θ θ 

 
θ 

 

θ 

 
θ 

 
θ 

 



 42 / 44 

 

 826 

 827 

 828 
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 830 

Figure 9. Histograms showing the relative percentages of different c-axis orientations (0° = 831 

vertical, 90° = horizontal), which is an experimental observation of actual sea ice grown 832 

under calm sea conditions (Weeks and Ackley, 1986). 833 
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 853 

 854 

Figure 10. Histograms showing the relative percentages of (a) average areas of crystals and 855 

(b) the number of crystals depending on c-axis orientations (0° = vertical, 90° = horizontal) 856 

within the horizontal cross-section 5 mm from the top of the ice studied in Fig.7 (c).  The 857 

largest value in the relative percentages of each histogram was displayed as 100 %. 858 

 859 

 860 

 861 

 862 

(b) 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 3 4 5 6 7 8 990° 

θ 
50° 0 

(a) 

5mm 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1 2 3 4 5 6 7 8 990° 

θ 

50° 0 

% 

100 

50 

5mm 

% 

100 

50 



 44 / 44 

 

 863 

 864 

 865 

 866 

 867 

 868 

 869 

Figure 11. Schematic showing the changes of appearance ratio and areas of crystals 870 

depending on their c-axis orientations at horizontal cross-sections. 871 
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