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In modern agriculture, many advanced automated de-
vices are used on farms. To improve the working effi-
ciency of agricultural vehicles, fields are expected to be
pre-leveled, because the vehicles work more effectively
on a flat field. Leveling a field requires the current field
elevation map. Some farmers in Japan have begun
to use high-precision real-time kinematic Global Po-
sitioning System (RTK-GPS)-based self-steering trac-
tors in the fields. This study uses the RTK-GPS infor-
mation from a self-steering tractor system to generate
a digital elevation model (DEM) especially in moun-
tain regions where the fields are not flat. In addition,
all of the information is from the self-steering system
with the result that farmers can use the method of this
study without additional instruments. However, the
GPS receiver sometimes cannot obtain high-quality
signals from satellites in mountain regions. Therefore,
this study focuses on how to create a high-precision
DEM even when a GPS signal is unavailable. It pro-
poses a dynamic interpolation method for generating
a DEM. In addition, a test was conducted in a field in
a mountain region. The test results show that the dy-
namic interpolation method can provide an accuracy
of less than 0.03 m in the test field for creating a DEM.

Keywords: DEM, RTK-GPS, high precision, mountain
regions, dynamic interpolation

1. Introduction

Three-dimensional (3D) information is important for
indoor modern robot control [1], 3D printing [2], and out-
door robot navigation [3, 4]. For wider-area applications,
a 3D model was used to inspect the aging of bridges [5],
detect target persons [6], and represent the surface shape
of the terrain [7]. An airborne device with a laser altime-
ter has been used to generate a digital elevation model
(DEM) [8]. The accuracy of the laser altimeter is between
0.1 m and 0.12 m. Such accuracy is fine for surveying, but
some applications require a higher accuracy; for example,

mm-level accuracy terrestrial laser scanners (TLSs) have
been used in civil engineering [9, 10]. Obtaining high-
accuracy data using TLSs always requires fixing settings
on a point when scanning without moving. Therefore, a
TLS is not typically used for large area DEM scanning.

For moving applications, Gamba and Houshmand [11]
compared the data from interferometric synthetic aperture
radar (IFSAR) and Light Detection and Ranging (LiDAR)
for obtaining the 3D shape of a field, with results show-
ing that LiDAR is better than IFSAR for large outdoor
use. The LiDAR system was used for large areas with its
advantage of high accuracy, for example, for document-
ing floods [12, 13] and for assessing rock glaciers and
glaciers [14]. Dehvari and Heck [15] analyzed the accu-
racy difference between photo-based and LiDAR DEMs,
with results showing that the vertical accuracy was ap-
proximately 0.3 m and 0.2 m for the photo-based and Li-
DAR DEMs, respectively. The accuracy was sufficiently
high for understanding the surface shape of the field.
However, in the application using LiDAR, the data for
some areas always either could not be scanned and/or con-
tained noise points. A study was conducted on smooth-
ing LiDAR data [16] by using a threshold to filter out the
noise points whose heights differ from the average height
of a selected area.

However, because the LiDAR system was typically
used in an airborne surveying system, the DEM accuracy
was at m-level and not the expected cm-level [17]. Im-
proving the accuracy of the DEM required reducing the
scanning area and interpolating to refine the raw LiDAR
data. Natural neighbor (NN) has proved to be effective
for DEM generation [18, 19]. The best result obtained in
the study with NN interpolation at 50% decimation was
approximately 0.1 m. The higher the spatial resolution of
the DEM, the better people can analyze the earth’s sur-
face condition. This is very useful for agriculture, be-
cause both field and crop conditions are expected be mon-
itored [20, 21]. Therefore, an unmanned aerial vehicle
(UAV) has been used to obtain the DEM [22], and the
DEM time series were used to locate and quantify erosion
and deposition in a context of an agricultural watershed
with silt loam soils and a smooth relief. In addition, to
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Fig. 1. Experiment vehicle with the RTK-GPS.

(a)

(b)

Fig. 2. Accuracy of the RTK-GPS (a) horizontal (b) vertical
direction.

obtain a high-precision DEM of the field to analyze infor-
mation such as yield, a vehicle-mounted high-resolution
LiDAR (0.1 m accuracy) and low accuracy GPS system
were used [23]. The results show that the LiDAR data
are usable while the GPS data were not suitable. There
is a high precision RTK-GPS (0.03 m accuracy) available
today. It has the potential to be used to generate a high-
precision DEM. Therefore, in this study, a high precision
(cm-level) DEM is generated using an RTK-GPS instead
of LiDAR. Moreover, a projection method of the raw data
from the RTK-GPS to the real ground and interpolation of
the gapped area method are also introduced.

2. Experimental Equipment and Method

As shown in Fig. 1, a wheel-type tractor was used
as a moving vehicle platform to obtain raw GPS data.
An RTK-GPS (GR2100, Topcon, USA) was installed in-
side the cabin, and an antenna for the GPS receiver was
mounted above the implement of the tractor.

The precision of the RTK-GPS is shown in Fig. 2 for
the horizontal and vertical directions, respectively. The

Fig. 3. Field for experiment in the mountain region.

Fig. 4. Position of the GPS and the position after being
projected to the ground surface.

data were acquired in outdoor conditions on a sunny day.
The precision of the horizontal direction is less than

±0.02 m in both the east and north directions, and the
vertical direction is less than ±0.03 m. In addition, an
inertial measurement unit (IMU) was installed under the
GPS antenna to measure the inclination of the implement.

3. Dynamic Interpolation and DEM
Generation

The experiment of this study was conducted in a field
located in a mountain region. Fig. 3 illustrates the field
condition. The raw data from the GPS and IMU were
logged at 10 Hz during the planting operation using the
tractor.

3.1. Projecting the GPS Data from the Antenna
Position to the Ground Surface

The GPS and IMU data were processed in the office in
off time rather than in the field. The time stamps of the
GPS and IMU data were used to synchronize the data. As
shown in Fig. 1, the GPS antenna was installed above the
implement. However, the DEM of the field surface was to
be generated. Therefore, first, the points measured by the
GPS had to be projected to the ground surface. As shown
in Fig. 4, the red asterisks are the raw data taken directly
from the GPS antenna position. Only the high-precision
data are shown in Fig. 4. The gap in the data is the area
in which the RTK-GPS could not obtain a fix-solution be-
cause of the lack of signal from satellites and/or the base
station. The blue dots are the positions that were projected
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Fig. 5. Interpolation points of the field.

to the ground surface using Eq. (1).
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C and S refer to the cos and sin operators respectively,
and ψ , θ , and φ are the respective Euler angles to the X-,
Y -, and Z-axes of the vehicle coordinates; X-points are
to the right side of the vehicle, Y -points are to the front
of the vehicle, and Z-points are up following the right-
hand rule; [0,0,h]T is the coordinate value of the GPS
antenna in the vehicle coordinates. Pie, Pin, and Piu are the
coordinate values of the projected position in east, north,
and up direction, respectively. Pge, Pgn, and Pgu are the
coordinate values of the raw position in the east, north,
and up direction from the GPS antenna.

3.2. Dynamic Interpolation Method to Fill the Gap
in the GPS Data

The working swath of the vehicle can be in any direc-
tion. To normalize the interpolation method, as shown in
Fig. 5, the sampling point data that projected to the ground
were rotated to the up-down direction. This ensures that
each row of the sampling point cloud data is parallel to
the east-axis in the local coordinate system. The distance
between two neighbor swaths is 3.6 m, and the distance
between the points in one swath is less than 0.2 m.

Figure 5 shows the interpolating points in red and the
sampling points from Fig. 4. The blue asterisks are sam-
pling points in Fig. 5. The interpolating points in Fig. 5
are grid points of the field.

Fig. 6. Replace the interpolation point by the nearest point
within 0.3 m.

Fig. 7. Dynamic searching interpolation.

The dynamic interpolation method includes three steps
as follows.

First step (replacement step): as shown in Fig. 6, if
there is a sampling point Pn near the interpolation point Pi
with a range of 0.3 m, replace the interpolation point with
the nearest sampling point. Otherwise, go to the second
step.

Second step (dynamic searching step): as shown in
Fig. 7, if the interpolation point Pi is at a position at which
there is a big gap in the swath, it is difficult to interpolate
the points using only the neighborhood points. It is for
this reason that a dynamic searching interpolation method
was proposed to fill the big gap. In Fig. 7, Pi is the point
that will be interpolated, and L is the dynamic searching
line.

The meaning of dynamic in the searching step is that
1) the direction and 2) the length of the searching line are
dynamically changed. In Fig. 7, the interpolation point Pi
is the center of line L. The width of L is 1 m, and the
length of L is changed so that at least ten sampling points
can be searched by L on both sides of Pi. The slope of the
searching L is changed from the horizontal direction by
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Fig. 8. Polynomial fitting interpolation. Fig. 9. DEM using the dynamic interpolation method.

(a) (b) (c)

Fig. 10. Three typical types of interpolation region for verification.

steps of 1/10 until all the sampling data have been cov-
ered. The direction that can cover the most of the sam-
pling data is selected as the interpolation direction. There
will be a series of points along the selected searching line
defined as Ps(n), where the subscript n is the serial num-
ber of the points.

Third step (dynamic interpolation step): a polynomial
fitting method was used to calculate the elevation of Pi
using the searched points Ps(n) using Eq. (2),

z = m · xn + · · ·+a · x3 +b · x2 + c · x+ z0 . . . (2)

where x is the distance from sampling point Ps(n) to in-
terpolation point Pi, and z is the elevation of the corre-
sponding point. n is the highest order of the polynomial
function, which is set to less than five. In practice, n will
improve from two to five if the fitting accuracy is larger
than 0.05 m. The fitted function using the least squares
method of the curve in Fig. 8 is Eq. (3) when n is 4,

y = 0.00000014527 · x4 +0.000003126 · x3

−0.00032179 · x2−0.040887 · x+9.176. (3)

In Fig. 8, the red points are the sampling points Ps,
the green asterisks Pp are the interpolated points, the blue
curve (P-curve) illustrates Eq. (3), the dynamic interpo-
lation point Pi is shown in black crosses, the horizontal
coordinate value is zero, and the vertical coordinate value
is 9.18 m, the elevation of the interpolated point. Fig. 9
shows the DEM generated using the interpolated data cal-
culated using the proposed method. The DEM was shown
using MATLAB software.

4. Results and Discussion

Three typical types of verification region (Fig. 10)
were selected to verify the accuracy of the interpolation
method for creating a DEM using RTK-GPS. The first
type of region, the double-sided pre-known (DSP) region
(Fig. 10(a)), is used when there are pre-known position
and elevation data from the RTK-GPS receiver on both
sides of neighboring paths. The second type of region
(Fig. 10(b)), the single-sided pre-known (SSP) region,
is used when there are pre-known position and elevation
data on only one side of the neighboring swath. The third
type of region (Fig. 10(c)), the no pre-known (NP) region,
is used when there are no pre-known position and eleva-
tion data in the neighboring paths. The blue points are the
original points and the red asterisks are verification points
in Fig. 10. In addition, three types of interpolation meth-
ods (triangle lineal, triangle cubic, and nearest neighbor)
have been used for interpolation of the elevation data for
comparison. Fig. 11 shows the triangle interpolation net
for both the triangle lineal and triangle cubic methods.

The red points Pi in Fig. 11 are the interpolation points,
and the blue points Ps are the sampling points. The trian-
gle lineal method uses the interpolation function Eq. (4).

zi = z1 ·W1 + z2 ·W2 + z3 ·W3 . . . . . . . (4)

where

W1 =
(x2 − xi) · (y3 − yi)− (x3 − xi) · (y2 − yi)

M
,

W2 =
(x3 − xi) · (y1 − yi)− (x1 − xi) · (y3 − yi)

M
,
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Fig. 11. Triangle lineal interpolation method.

W3 =
(x1 − xi) · (y2 − yi)− (x2 − xi) · (y1 − yi)

M
,

M = (x2 − x1) · (y3 − y1)− (x3 − x1) · (y2 − y1).

The triangle cubic method uses the interpolation func-
tion Eq. (5),

A(xi − x1)+B(yi − y1)+C(zi − z1) = 0 . . . (5)

where x, y, and z are the coordinates of the points, the
subscript i indicates the interpolation points, and the sub-
script one, two, and three indicate the three vertices of the
triangle,

A = (y3 − y1) · (z3 − z1)− (z2 − z1) · (y3 − y1),

B = (x3 − x1) · (z2 − z1)− (x2− x1) · (z3 − z1),

C = (x2 − x1) · (y3 − y1)− (x3− x1) · (y2 − y1).

In addition, the nearest neighbor method takes the ele-
vation of the interpolation point to be the elevation of the
nearest point to the interpolation point. This is the sim-
plest method.

Figures 12 and 13 show the interpolation error using
the triangle cubic (red curve), triangle lineal (black curve),
dynamic (blue curve), and nearest neighbor method calcu-
lated using Eq. (6),

ei = zi − ri, (i = 1,2,3, . . . ,N) . . . . . . (6)

where zi is the interpolated elevation, ri is the elevation of
the verification points, ei is the interpolation error, and the
subscript i is the index of the verification points.

From Fig. 12 it can be seen that the dynamic inter-
polation method of this paper provides the smallest error
of less than 0.03 m in all three verification regions. In
addition, the maximum error for the DSP region using the
cubic and triangle lineal methods is approximately 0.06 m
while that of the dynamic method is less than 0.03 m.
The maximum error for the SSP and NP of the dynamic
method are also less than those of the other methods.

Figure 13 shows the error using the nearest neighbor
method for the DSP, SSP, and NP regions. It can be seen
that in any of the conditions the error is larger than 0.1 m,

(a)

(b)

(c)

Fig. 12. Interpolation error using triangle lineal (black),
cubic (red) and dynamic (blue) methods.

Fig. 13. Interpolation error using nearest neighbor in DSP,
SSP, and NP.

and even near 0.4 m for the NP region. Consequently, the
nearest neighbor method is not suitable for high-precision
DEM generation.

Table 1 shows the root mean square (RMS) value of the
interpolation accuracy of the various interpolation meth-
ods.

The dynamic interpolation method provides the highest
interpolation accuracy, while the nearest neighbor method
provides the lowest interpolation accuracy in all of the
verification regions. In addition, the accuracy of the tri-
angle cubic and triangle lineal methods are nearly the
same for the three types of verification regions. More-
over, the interpolation error is less than 0.03 m in all three
verification regions when using the dynamic interpola-
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Table 1. Accuracy of the different interpolation methods.

Interpolation
method

RMS [m]
DSP region SSP region NP region

Dynamic 0.011 0.012 0.027
Triangle cubic 0.026 0.019 0.033
Triangle lineal 0.022 0.019 0.040

Nearest neighbor 0.168 0.126 0.236

tion method.
The reason why dynamic method can give better inter-

polation accuracy is that it has the advantage of using a
nonlinear curve to fit the points, in addition, a dynamic
searching area was set to search more possible data in-
stead of using neighbor data only like other three algo-
rithms.

5. Conclusions

A high precision RTK-GPS was used for generation of
a DEM for agriculture in mountain regions. Because the
RTK-GPS cannot provide the FIX-solution data in some
conditions when the signal from the satellites and/or base
station could not be received, an interpolation method is
required to interpolate the gap area of the field. In this
study, a dynamic interpolation method was proposed, and
the method was verified in three types of region. The first
type is when there are sampling points on both sides of
the interpolation points; the second type is when there are
sampling points on one side of the interpolation points;
the third type is when there are no sampling points near
the interpolation points. Compared with the triangle cu-
bic, triangle lineal, and nearest neighbor methods, the dy-
namic interpolation method provided the best interpola-
tion results for three types of region. The accuracies were
0.011 m, 0.012 m, and 0.027 m for the first, second, and
third type of regions, respectively. The method can be
used to generate a high accuracy DEM using only RTK-
GPS.
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