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In extracting tweets useful in rescue missions during disasters, previous research have focused
on extracting tweets containing specific addresses or locations. We assume that tweets without
addresses can also be useful for disaster relief as the location can be inferred or written indirectly.
However, to do that it is firstly necessary to be able to differentiate between tweets describing
direct experiences from opinions, and other unrelated contents. Therefore, in this study, we
used BERT(Bidirectional Encoder Representations from Transformers) to classify tweets into
three classes depending on the directness of information they express, based on the assumption
that the tweets posted during disasters that are expressing direct experiences, when provided to
rescue teams, can be useful for evaluating the disaster situation. Additionally, We confirmed the
assumption that frequent words in the two of the three categories prevented correct classification,
and improved the classification efficacy. The results were satisfying enough to be considered for

application in efficient information extraction during disasters.
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1. INTRODUCTION

Out of the various social network services (SNS), Twit-
ter=! is characteristic for its high immediacy of information
proliferation, with its users tending to post their experi-
ences in an immediate way in the form of short messages
81,9 Messages posted on Twitter (later: “tweets") have
a character limit of 280 characters (or 140 characters in
Japanese, Chinese, and Korean), and this limitation am-
plifies the immediacy !'*%. It is these characteristics that
make Twitter suitable for acquiring real-time local infor-
mation from a large number of people, which is especially
useful in time of disasters. Moreover, in the case of a dis-
aster, information can be both sent and received without
being affected by the dropout of power or the congestion of
telephone lines, as long as there is any access to the Inter-
net. It is a unique advantage that is not found in traditional
media such as television and radio.

For this reason, it has been pointed out that collecting and
transmitting information on Twitter is an effective means

L https://twitter.com/
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of saving lives in the time of disasters. > !> 15-10-9) Thig
method was already applied during the typhoon disaster in
November 2019, Nagano Prefecture, Japan, and resulted in
successfully responding to about 50 rescue request tweets
with actual rescue missions. This example provides a real
world evidence for the effectiveness of Twitter in the times
of disaster.

Additionally, there have been a number of stud-
ies on the extraction of useful tweets during disasters
16.25,23,20.18) and on the application of rescue-related
tweets 19-21:26.22.17) 1 the former research, the focus
is on the definition and on the way of extracting the useful
tweets, but the specific usability scenarios are not thor-
oughly evaluated. The latter studies focus primarily on
tweets that include addresses, but it is questionable whether
the address information is sufficient in rescue operations,
since providing address information during disasters is not
widespread.

We argue, that there are some tweets that are valuable
in a disaster relief event, even when they do not contain



specific addresses.
from people who have directly witnessed a person in need
of rescue. A tweet like this is useful to indirectly estimate
the whereabouts of the victims. In addition, tweets from
users who have directly experienced the disaster are helpful
not only for rescue teams but also for people outside the

An example of this includes tweets

disaster area in assessing the damage. For example, when
a disaster occurs in a region where one’s parents reside
and the safety of one’s family members is unknown, being
able to obtain the tweets with direct descriptions of the
situation around the area in question is useful in assessing
the potential danger to the close ones.

The above-mentioned tweets often appear when a disas-
ter occurs. This is because a disaster is an extraordinary
event, which makes such tweets easily noticeable for users
who use Twitter regularly. Although it has to be noted that
in the case of a disaster of a large scale that requires evacu-
ation, tweets revealing one’s situation should be sent after
the appropriate evacuation has been completed, while in
the case of a disaster not requiring immediate evacuation,
such tweets could be sent immediately when the user is
exposed to damage.

In this study, we focus on a situation when a disaster
has occurred, and aim to make the tweet logs easily avail-
able to rescue teams and people outside the disaster areas
to help them understand the situation and make informed
decisions. In order to do this, in this research we construct
a machine learning classifier for tweets by using the clas-
sification criteria defined by Fukushima et al. (2014) ¥
(Section 2.), report on the initial performance of the con-
structed classifier (Section 3.), analyze the properties of the
errors in training data (Section 4.) and use this analysis to
further improve the classifier performance (Section 5.).

2. CLASSIFICATION CRITERIA AND
TRAINING DATA

(1) Classification criteria

Classification criteria for the tweets are shown in Table 1.
For the purpose of judging the damage situation during dis-
asters, the following three types of tweets are used: tweets
from users who directly experienced the disaster, the fac-
tual information, and the decisive expressions. These three
types of tweets are referred to as the primary information,
or the information provided by someone who directly saw,
heard or experienced the situation described in the tweet.

In addition, it is necessary to exclude the influence of
cognitive bias® in order to make appropriate judgments
about situation using the tweet logs. In particular, it is
important to exclude the influence of the anchor effect!?
and confirmation bias”. In order to do this, tweets that
may cause cognitive bias are classified separately to the
primary information. In this study, we consider tweets that
contain elements of an opinion, emotional expressions, ex-
pressions of intentions, and call to action to be sources
of such cognitive bias. These four types of tweets are re-
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Table 1 Classification criteria for tweets.

Category

Arewrig
Krembsog

Sub category

AIepuoosg

Direct experience

Factual Information

O O O

Decisive expressions

Opinions
Emotional expressions
Expression of an intention

A call to action

O O O O O

Other

O
O

Expressions indicating a rumor

News article

ferred to as the sesquiary information (the Other category
contains tweets such as conversations with someone, so-
liloquies, greetings, etc., which are included in sesquiary
information due to high similarity with such). The appli-
cability of the sesquiary information was studied before in
the context of decision making during elections, shopping,
etc.?.

Finally, tweets that contain expressions indicating ru-
mors, and tweets that contain references to news articles,
represent the type of information that is provided as not
first-hand, and are referred to as the secondary informa-
tion.

a) Challenges in previous research

The classification performance of Fukushima et al.’s>*
approach is shown in Tables 2 and 3. It can be seen from
the tables that the majority of tweets were predicted as
primary information. This comes from bias in training
data. Hence, to improve the classification performance
of tweets based on the criteria of Fukushima et al., there
is a need to 1) collect more training data to decrease the
bias and 2) collect a wider variety of data to increase the
diversity of information included in the training data and
help the classifier achieve better generalization.

(2) Training data

An overview of the training data is shown in the Table
4. In this table, the top three are the tweets collected by
Fukushima et al. (the tweets about the Great East Japan
Earthquake are the tweets provided by Twitter Japan, Inc.
for the Big Data Project). Such tweets are more than 6 years
old, therefore we considered them as one type of data. The
tweets about heavy rain and typhoon were collected by the



Table 2 Classification performance (evaluation index) in

Fukushima et al.’s efforts.

Precision  Recall F1-score
Primary 0.39 0.93 0.55
Sesquiary 0.67 0.33 0.44
Secondary 1.00 0.13 0.24
Macro Avg. 0.69 0.47 0.41

Table 3 Classification performance (confusion matrix) in

Fukushima et al.’s efforts.

Predicted
Primary Sesquiary Secondary
Primary 28 2 0
Actual Sesquiary 20 10 0
Secondary 23 3 4

author. The number of tweets in these three categories is
350 per information type.

Regarding the annotation, the data by Fukushima et al.
was annotated by several people, while tweets about heavy
rain and typhoon were annotated by the author himself. In
cases where a tweet falls within more than one category,
an ordering of priority was given as follows secondary
> primary > sesquiary. The reason was that it is ap-
propriate to consider tweets that contain elements of sec-
ondary information as such information and filter it out as
potentially containing rumors and second-hand informa-
tion, while the usefulness of the primary information is
defined to be greater than that of the sesquiary informa-
tion, thus even if a tweet contains its elements, the priority
is given to the primary information .

Annotation of the subcategories was also performed by
the author of the paper himself. The distribution of each
subcategory was shown in the Table 5. It can be seen from
this table that there is a certain number of tweets that could
cause cognitive bias in the event of a disaster. In addi-
tion, since the Other subcategory accounts for more than
half of the tweets (573 in total), the category of sesquiary
information may in practice be biased towards the Other
subcategory. However, this is not considered a problem
because in the occurrence of a disaster sesquiary informa-
tion is not primarily used in decision making.

In the actual classification of tweets, the tweets are not
classified into subcategories, but into the three main cat-
egories: primary, sesquiary, and secondary. As a pre-
processing of the data, the URLs are replaced with the
string [URL] using a regular expression, because all the
URLs in tweets collected through the Twitter API are usu-
ally shortened to a pattern: http://t.co/random_string.
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3. PRELIMINARY EXPERIMENTS

In this section, we describe a classification experiment
using a pre-trained “BERT"? language model for Japanese
created with the Transformer'® architecture, which can
take into account the whole sentence structure. The BERT
(Bidirectional Encoder Representations from Transform-
ers) model is a language model that can be applied to ex-
isting natural language processing tasks through the use of
transfer learning.

(1) Method

The data described in the previous section was split into
two parts, 80% of which was used as training data in the
process of fine-tuning the BERT language model, and 20%
was used as test data. The data was stratified in such a
way that the ratio between the number of categories and
the number of types of data was equal. To classify the test
data, we transformed the training data into a distributed
representation and let BERT learn the features of the cat-
egories. BERT then automatically classified the test data
into the categories with the most similar features.

(2) Result and discussion

The evaluation results of the classifier are shown in Table
6. The reason for the high classification performance of
the secondary information was that the URL in the subcat-
egory “the news articles" often functions as a distinctive
feature. The reason why the classification performance
of the primary information and the sesquiary information
is the same was that these two types of information often
appear together in one tweet, and thus there is no charac-
teristic feature to easily separate them, making it difficult
to discriminate between them. Hence, in order to clarify
the distinctive features and mixed features, we analyzed
the frequently occurring words in the tweets containing the
primary and the sesquiary information.

4. ANALYSIS OF FREQUENT WORDS

In the previous section, we noticed that there was a lack
of distinctive features in tweets containing primary and
sesquiary information, which was a factor in the degrada-
tion of classification performance. Therefore in this sec-
tion we describe the results of a further exploration on
frequently occurring words in each subcategory and data
type in order to identify the words that are characteristic
for primary and sesquiary information.

(1) Method

The subcategories with more than 90 tweets in two or
more data types were targeted, and the top 20 most fre-
quently occurring words were identified. Only content
words (verbs, nouns, adjectives, and adverbs) were in-
cluded in the analysis, and words used as search queries
(Mt. Ontake, typhoon, heavy rain, and election) were ex-
cluded. For the analysis, we tokenized the training data



Table 4 An overview of the training data

Data types Number | Period Search query
Fukushima et al._Great Earthquake 297 2011.3.11~3.17 X
Fukushima et al._Mt. Ontake 522 2014.9.27~10.6 | #f#I%EtL (#Ontake-san / Mount Ontake)
Fukushima et al._Lower House Election | 231 2014.12.2~12.14 | #2332 (#s0senkyo / general elections)
Heavy_rain 1050 2020.7.4~7.8 ZEM (Gou)
Typhoon 1050 2020.9.2~9.6 #BJE, #5E 95, #5E 105

(#taifu / typhoon, #taifu9g6 / typhoon no.10)

Table 5 Distribution of subcategories

Data types

Subcategories Fukushima et al.  heavy rain  typhoon
Direct experience 35 174 330
Factual Information 143 35 5
Decisive expressions 172 140 15
Opinions 51 27 28
Emotional expressions 26 112 94
Expression of an intention 14 20 17
A call to action 20 37 32
The others 239 155 179
Expressions indicating a rumor 160 46 22
News article 190 304 328

using GINZA®, a model for the analysis of Japanese, and
counted the occurrence frequency of lemmatized words.
The lemmatization allows us to aggregate the conjugations
of the words into a single dictionary word form.

(2) Results and discussion of analysis

The results of the analysis for each subcategory are shown
in Figures 1-3. Note that “Decisive expressions" are not
shown because there were no occurrences of this category
in the the results.

From these tables, we can see that the six words, namely,
Hfiu (scary), R1E W (bad [colloguial]), 3 Z W (great [col-
loquial]), 58\ (strong), & % (sleep), and £ (power
outage) frequently appear in both primary and sesquiary
information in tweets about typhoons. Such words are
considered to be one of the causes that make it difficult to
discriminate between primary and sesquiary information.
Hence, in the next classification experiment we verified
whether the tweets containing these words actually made
it difficult for the model to distinguish between the two
categories.

178

5. CLASSIFICATION EXPERIMENT

In this section, we describe the results of a classification
experiment after refining the training data based on the
results of feature analysis in the previous section.

(1) Method

Any samples in training data containing any of the six
words mentioned in the discussion in Section 4. were ex-
cluded from one of the categories, and replaced with an-
other tweet. For this case, we focused on the meanings
of the words, and considered “blackout" as the word with
the high primary information, and “scary," “bad," “great,"
“strong," and “sleep" as the words with the high occurrence
in sesquiary information. We excluded 26 tweets contain-
ing “blackout" from the sesquiary information and 105
tweets containing any of the remaining 5 words from the
primary information and replaced them with other tweets
from the same category.

(2) Results and discussion
In Table 7, we show the classification results after the
replacement, while in Tables 8-9 we show the confusion
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matrices before and after the improvement. Comparing
Table 6 and Table 7, we can see that the classification
performance of sesquiary information has improved and the
value of Recall of the primary information was improved
by 10%. Moreover, comparing Table 8-9, we can see that
the number of tweets predicted to be sesquiary information
decreased for tweets with primary information. This result
suggests that the training data containing one of the words in
the question may have caused the original misclassification.

Nevertheless, when Cochran’s Q test was performed on
the confusion matrices before and after the improvement,
there was no significant difference in the performance
(Q(2)=0, p = 1). Hence, it is not possible to conclude the
cause of discrimination difficulty from this result alone, but
it is possible that a significant difference will be found with
more data in the future.
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Table 6 Classification performance (before improvement).

Precision  Recall F1-score
Primary 0.78 0.70 0.74
Sesquiary 0.76 0.73 0.75
Secondary 0.80 0.91 0.86
Macro Avg. 0.78 0.78 0.78

Table 7 Classification performance (after improvement).

Precision  Recall F1-score
Primary 0.77 0.80 0.78
Sesquiary 0.80 0.75 0.77
Secondary 0.83 0.86 0.85
Macro Avg. 0.80 0.80 0.80

Table 8 Confusion matrix (before improvement).

Predicted
Primary Sesquiary Secondary
Primary 147 38 25
Actua] Sesquiary 34 154 22
Secondary 7 11 192

Table 9 Confusion matrix (after improvement).

Predicted
Primary Sesquiary Secondary
Primary 167 27 16
Actua] Sesquiary 33 157 20
Secondary 17 13 180

6. CONCLUSIONS

In this paper, we focused on the analysis of tweets by
users who have directly experienced a disaster, and at-
tempted to automatically extract them for the use in deter-
mining the damage assessment during disasters. Conse-
quently, we achieved a performance of about 80%, which
can be considered as sufficiently high for smooth informa-
tion support. Moreover, feature analysis of the training
data and additional classification experiment after replac-
ing erroneous samples in the data suggested that training
data containing words that frequently appear in the two
categories may be the cause of preventing correct classifi-
cation.

In future work, we plan to use the constructed classifier
to analyze more data to see what kind of emotion each
category is correlated with.
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