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Before the coronavirus pandemic, the number of inbound tourists in Japan had been on the rise

during the whole previous decade. However, due to the influence of the coronavirus, the number
of inbound tourists has now rapidly decreased. In order to support the post-pandemic tourism
industry in Hokkaido, which is one of the popular travel destinations in Japan, it is important to
clarify the needs of inbound tourists through the Internet and deliver valuable tourism information
to support the flow of the inbound tourists.

This research concentrates on the information provided by the Chinese tourists, which are the
largest group by the number of inbound tourists in Japan. We collected reviews of popular tourist
spots in Hokkaido from Chinese travel industry website and extracted keywords from the reviews
in order to find out the potential points of interests of Chinese tourists. The keyword extraction
methods we used are TF-IDF(term frequency-inverse document frequency) and TextRank, and
TF-IDF showed better results in this study. From the extracted keywords by TF-IDF we can clearly
see what kind of elements Chinese tourists pay the most attention to when it comes to tourism
spots. And this will be used for supporting the Japanese tourism recovery after the coronavirus

pandemic.
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1. INTRODUCTION

According to the Japan National Tourism Organization,
the growth of inbound tourism to Japan has gradually in-
creased during the whole previous decade. However, the
coronavirus pandemic completely changed this situation
in a few months. Since April 2020, inbound tourism has
plummeted to -100% growth rate comparing to 2019". The
coronavirus pandemic affected the traveling sector even
more deeply than the 2011 earthquake and tsunami disas-
ter in northern Japan.?

In order to support the post-pandemic Japanese tourism
industry, it is important to explore and further clarify the
needs of inbound tourists and provide effective informa-
tion for the tourism industry in Hokkaido, which is one
of the popular travel destinations in Japan and famous for
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its beautiful nature and local culture. We want to extract
the focus points of inbound tourists from online reviews by
using keyword extraction methods and analyze the emotion
of focus points to figure out what attracts inbound tourists
the most and what the tourists are not interested in. Then
use the obtained information to aid the Japanese tourism
industry’s recovery. Our goal is to build a system to auto-
matically extract the focus points of inbound tourists from
online reviews, analyze the potential interests of inbound
tourists and then provide useful information for supporting
the Japanese tourism industry.

This research mainly focuses on the online reviews pro-
vided by Chinese tourists, which are the largest group by
the number of inbound tourists in Japan. For the first step,
We collected reviews of popular tourist spots in Hokkaido
from Chinese travel industry website, and extracted key-



words from the reviews. The keyword extraction methods
we used in this study are TF-IDF and TextRank. TF-IDF
is a numerical weighing factor based on word counts while
TextRank is the application of PageRank algorithm to the
field of natural language processing. From the extracted
keywords we can find out the potential interests of Chinese
tourists. These keywords will be used to determine specific
focus points for attracting more inbound tourists in order
to support the Japanese tourism industry.

The overall structure of this paper is as follows. Section 1
introduces the main idea of this study. Section 2 describes
related works. In section 3, we describe the details of
the experiments and analysis. In Section 4, we evaluate the
keywords manually by checking how well they describe the
features of each spot. We also compared the effectiveness
of the different keyword extraction methods. Finally, we
draw conclusions about this study in Section 5.

2. RELATED WORK

There are many studies on supporting Japanese tourism.
For example, Shibata et al.>) used the deep learning method
LSTM to analyse the information of the users’ visited coun-
tries, collected from social media. They attempted to pre-
dict more accurately which country the users will most
likely visit in the future. Also, there are studies about the
analysis of online reviews. Takamatsu et al.¥) extracted
keywords and patterns from online hotel reviews and cal-
culated the emotion polarity scores to recommend the most
suitable hotels for the users.

Currently, owing to the influence of COVID-19, tourism
activities are decreasing rapidly. Considering that the po-
tential foreign visitors to Japan are feeling stressed due
to staying home for such a long time, it is expected that
the number of overseas travelers will dramatically increase
once the pandemic is over *. Therefore, the analysis of the
habits of inbound tourists is considered to be very impor-
tant. For example, Ohkubo et al.® investigated the images
of foreign tourists visiting Japan by examining both English
travel guidebook and travel site. They also discussed the
differences in focus points of different nations of tourists.
Claire et al.” examined the correlation between rating score
of review and emotion analysis of the review content using
Spearman and Kendall Correlation coefficients and Max-
imal Information Coefficient (MIC). Sugiyama et al.® us-
ing NLPIR analysed the review data in various languages
of foreign visitors in the city of Hamamatsu, Japan. They
clarified the characteristics and differences of foreign trav-
elers visiting local cities by nationality. Suzuki et al.”
made a questionnaire to Taiwanese tourists about Japan’s
travel spots. They discussed the relations between push
factor, pull factor and satisfaction of travel.
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3. METHODOLOGY

The main process proposed in this paper includes the
following steps, as shown in Figurel:

Data Collection

%\

' ™

Data Preprocessing

p

}

\

[Keyword Extraction ]

Fig.1 The Main Procedure of Analysis

Data Collection and Preprocessing: section 3(1) intro-
duces the details of how we collected the reviews. We
also describe the preprocessing steps necessary to clean
the data.

Keyword Extraction: section 3(2) introduces how we
extracted the keywords from reviews using TF-IDF and
TextRank methods.

(1) Data Collection and Preprocessing

We selected spots that are popular and had a
high number of reviews in Hokkaido from Citrip
(https://www.ctrip.com/), which is a well-known Chinese
travel industry website. We scraped the website and col-
lected a total of 10157 reviews. For each review, we ex-
tracted the useful information like content, score and date.
Afterwards, we scanned the reviews for duplicates and re-
moved them, this resulted in 10077 reviews remaining for
our analysis.

In order to segment the words, we used a popular Chinese
segmentation tool called Jieba'?. As Jieba’s dictionary
did not include the words designed for Hokkaido spots,
we updated the list manually to better suit our needs. The
added words included “JAZE#H (Lake Toya) , ‘HFEHE
(Goryokaku)’ , “& R¥¥ (Furano) , etc. We also removed
stop words from the segmented texts to reduce the amount
of redundant words.

(2) Keyword Extraction and Analysis

In order to find the focus points of Chinese tourists, we
extracted keywords from the collected reviews using TF-
IDF and TextRank.

TF-IDF
TF-IDF or term frequency with inverse document fre-
quency ¢ f = idf is a numerical weighing factor that can be
used to extract keywords from texts. In TF-IDF, term fre-

a)



quency t f (¢, d) refers to the number of times a term ¢ (word,
token) appears in a document ¢, while inverse document
frequency idf (¢, D) is the logarithm of the total number
of documents | D] in the corpus divided by the number of
documents containing the term n,. Lastly, ¢f * idf refers
to the multiplication of these two as shown in equation (1).

idf(1.0) = tog (12 1)
Compared to raw frequencies, TF-IDF helps adjust for the
fact that some words appear more often in general as it
is offset by the number of documents in the corpus that
contain the word, while still increasing proportionally to
the number of times a word appears in the document.

b) TextRank

TextRank'" algorithm is derived from the classical
PageRank algorithm'?. PageRank is a famous algorithm
by Google, which used to measure the importance value
of particular web pages. The algorithm works by checking
if there is a large number of web pages linking to a cer-
tain site, or if some important pages themselves link to the
certain sites. These pages will result in a high value. In
other words, the score of a page comes from the importance
scores of all the pages that are linked to it through iteration
calculation.

TextRank is the application of PageRank to the field of
natural language processing and is widely used in keywords
extraction. It is a graph structured in a similar way to
PageRank. In the graph every sentence is a node that is
linked to other nodes weighted by a similarity score.

Keywords can be extracted using TextRank in the follow-
ing way. First split the document into component units like
words or phrases and embed them into vector space. Then
compute similarity scores between all pairs of nodes. Then
run the PageRank algorithm to build the graph. Finally we
can get top-n results from the generated graph!®. Com-
pared with TF-IDF which only considers word frequency
itself, TextRank also considers the semantic relations be-
tween words in the document.
¢) Experiments and Analysis
We used TF-IDF and Texrank methods to extract key-

And for TF-IDF method, we used
14)

words from reviews.
Jieba and Scikit-learn

We first used Jieba’s TF-IDF implementation with its
own dictionary to get top 50 keywords from all the collected
Hokkaido reviews, which are from 18 most popular spots.
The results are sorted by the TF-IDF weight and shown
in Table 1. In order to delete the keywords that are not
specific to a certain spot, we then extract top 50 keywords
from reviews of each spot and count how many times the
keywords of Hokkaido (Table 1) appeared in all of the spots.
This is also shown in Table 1, sorted by the frequency from
least to most. For example, the frequency of the keyword ’
%3k (Hell Valley)’ is 1, which means this keyword only
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appeared in one spot. On the other hand, the frequency of
the keyword > HZX (Japan)’ is 18, which means it appeared
in all of the spots.

Table 1: Top 50 keywords sorted by TF-IDF (left) and Bot-
tom 50 keywords sorted by frequency (right)

Rank |Keyword Freq TF-IDF |Keyword Freq

1 JtifgiE Hokkaido 18 0.1444|HufK%  Hell Valley 1
2 AL Sapporo 16 0.1083|T550J]  chocolate 1
3 NG| park 8 0.0693|{fz=  Lake Toya 1
4 BHAE music box 3 0.0682| 185 penguin 1
5 B Hakodate 3 0.0672|ffE shrine 1
6 (63 night view 6 0.0576| K% university 1
7 H 78 N Shiroi Koibito 2 0.0552| L) factory 1
8 it | canal 3 0.0547 |84z biscuits 1
9 Hifk#E  Hell Valley 1 0.0406|H 48 A Shiroi Koibito 2
10 |HA& Japan 18 0.0405|E%)E  zoo 2
11 | spa 4 0.0398|@ifHIL Mt Hakodate 2
12 |8YE  zoo 2 0.0381|FMHE TV Tower 2
13 |5tal attractions 17 0.0370| 38t Biei 2
14 |P5iJ]  chocolate 1 0.0334|& K%  Furano 2
15 [{A##  Lake Toya 1 0.0324|fiH cable car 2
16 &3l Noboribetsu 3 0.0300|8A morning market 2
17 |48 penguin 1 0.0292|&%&  music box 3
18 |y local 17 0.0290| e Hakodate 3
19 | Ki#E Odori 3 0.0282|E# canal 3
20 |IR JR 12 0.0279| %51 Noboribetsu 3
21 Wil Mt Hakodate 2 0.0276| K@ Odori 3
22 |#/h#% Tanukikoji 3 0.0270|M/1#%  Tanukikoji 3
23 BEHIE TV Tower 2 0.0267 |FFfH time 3
24 |%8 notbad 17 002615 spa 4
25 |EE tourist 14 0.0260|iffie seafood 4
26 |k seafood 4 0.0252(8)1] Asahikawa 4
27 | view 13 0.0249[iR18 romantic 5
28 |JB)Il Asahikawa 4 0.0243 |40z delicious 5
29 |&K winter 13 0.0239 |75 night view 6
30 % Biei 2 0.0239|5# visit 6
31 |&R¥%  Furano 2 0.0234|#LIRHi  Sapporo City 7
32 |RiE romantic 5 0.0215|{)E hotel 7
33 LI Sapporo City 7 0.0214| A park 8
34 (i) hotel 7 0.0212 |7 building 8
35 |[{Ef% worth 12 0.0209 |11 take pictures 8
36 |fPE shrine 1 0.0199|# | night 8
37 B like 9 0.0197| =8 like 9
38 e building 8 0.0197|%E beautiful 10
39 B3l especially 13 0.0195|JR JR 12
40 | B8l visit 6 0.0189|1ETS worth 12
41 K% university 1 0.0180| 28 view 13
42 |1/ factory 1 0.0171|1%X% winter 13
43 | take pictures 8 0.0170|%F5! especially 13
44 |z biscuits 1 0.0166 5% tourist 14
45 | beautiful 10 0.0166|4L1% Sapporo 16
46 |hriz delicious 5 0.0164|382 Attractions 17
47 |fE cable car 2 0.0162|#75 local 17
48 |Eh morning market 2 0.0162| A& not bad 17
49 (s time 3 0.0161|dt#EE Hokkaido 18
50 |Wel  night 8 00159/H%&  Japan 18

In Table 1, The keywords sorted by frequency clearly
show more specific features of each spot on the top, such
as ‘75577 (chocolate)’ , ‘/#8 (penguin)’ and ‘H 2%
A (Shiroi Koibito)’ . The more general words like ‘38
(beautiful)’ , “F#Hl (special)’ and ‘H7A (Japan)' , mainly
go to the bottom. We highlight the words in the bottom,
which appeared in over half of the spots, and removed them
from the keyword list.

Some spots like ‘AKi@ZE (Odori Park)’ ,  “BNfiE
(Hakodate)” and ‘353 (Biei)’ show lots of the distinct
features. For example in Table 2, spot “KiE/NE shows
many keywords, such as ‘B3 (TV tower)” , ‘VKEHi
(ice festival)’ , ‘MER (fountain)’ , which described the
features well. While spot “/MEEHEE (Otaru Music
Box Museum)’ , ‘E I (Noboribetsu Hell Valley)’
‘JbiEE HE T (Former Hokkaido Govt. Office )’
show more common words such as “E# (like)’ , ‘ME
(smell)’ , ‘K#% (buildings)’ , etc.

Similarly, we used Scikit-learn’ s TF-IDF function and
Jieba’s TextRank function to extract keywords from the
collected reviews. In Scikit-learn’ s case however, we

and



Table 2: Examples of the top 10 keywords of some indi-

vidual spots

Rank| AEZAE Odori Park 88 Hakodate ES32 Biei
1 NE park BifE  Hakodate EHE Biei
2 il Odori W5 night view R Furano
3 TR TV Tower L Mt. Hakodate .2 f tree
4 FLIET  Sapporo City fif  seafood U= four seasons
5 VKEET  ice festival #Hi  morning market [17# bicycle
6 IR fountain =K three biggest  1%Ai patchwork
7 LN city center park R spa 1EH flower field
8 VK ice sculpture  FJ#E  warehouse KEL lavender
9 Eq snow sculpture {##HH  sea urchin i 73 hills
10 [H% snow festival &7  Kanamori 5T cycling
MEEREE BRI 1EEIRERT
Rank|Otaru Noboribetsu Former Hokkaido
Music Box Museum Hell Valley Government Office

1 HHE music box HifR# Hell Valley AL red brick
2 EES music ¥l Noboribetsu [H3& old road
3 # &K various it spa it building
4 8 museum it sulfur B v Baroque
5 FiH exquisite ﬁ;ﬁﬂ* sulfur smell ﬁ%’*?ﬂ free visit
6 K hke volcano JEEEE history
7 K5 ﬂﬂ?uf hell AL Sapporo City
8 BRI E dazzllng IRiE  smell N building
9 R building ik hotel JE style
10 |EEE fairy tale W erupt ) visit

created the IDF dictionary directly from our review dataset.

4. KEYWORD EVALUATION AND COM-
PARISON

In order to compare those different methods of extracting
keywords, we evaluate the top 10 keywords of each spot
manually as shown in Table 3:

Table 3: Evaluation results of the top 10 keywords of
the "fHILEYIE (Asahiyama Zoo)" spot

Rank | Keyword Evaluation
1 gy 700 good
2 B8 penguin good
3 eI Asahikawa good
4 Yy animal acceptable
5 JELL Asahiyama good
6 B 73:15 polar bear good
7 ek take a walk good
8 A% lovely good
9 5 seal good
10 i PR close range  acceptable
Evaluation Score 80%

The keywords were labeled by a Chinese native speaker
using the following criteria.
(DIf the word shows the distinct features of the spot, or it
can otherwise describe the spot very well, it is labeled as
‘good’
(2)If the word does not show any features of the spot, or
has no relation to the spot, it is labeled as ‘bad’
(3)If there is a possibility that the word could be a feature
of the spot, or the annotators are not sure, it is labeled as
‘acceptable’

And we use the percentage of ‘good’ as the evaluation
score, which represents how well they describe the features
of each spot. The evaluation scores of TF-IDF (Jieba,
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Scikit-learn) and TextRank are compared in Table 4.

Table 4: Comparison of evaluation results

TF-IDF TF-IDF

Spot name (Jieba) (sklearn) TextRank
JEILBIYIE  Asahiyama Zoo 80% 80% 60%
FLIEE SIS Sapporo TV Tower 80% 60% 70%
/MG Otaru 90% 80% 70%
/IMEEEEE Otaru Music Box Museum 70% 70% 50%
MEE Otaru Canal 90% 80% 70%
P LNE Odori Park 100% 90% 70%
/NGRS Tanukikoji Shopping Street 80% 80% 60%

EHMES  Noboribetsu Hell Valley 70% 70% 70%
bkl Lake Toya 90% 80% 60%
Eléﬁ—)\ N Shiroi Koibito Park 90% 90% 80%

PR Hakodate 100% 90% 80%
Tﬁ'ﬁlll Mt. Hakodate 80% 80% 50%
BEHAT Hakodate’s morning market 80% 70% 80%
3 Biei 1009%  1009% 60%
=R Furano 90% 80% 60%
Jb¥fEE [H3E /T Former Hokkaido Govt. Office 70% 70% 50%
dvigEsfE  Hokkaido Shrine 90% 80% 70%
JuigE R Hokkaido University 80% 80% 60%
Average 85% 79% 65%

From Table 4, we can find out that TF-IDF (Jieba) shows
the best result with an average score of 85%, while Tex-
tRank shows the worst result with a score of 65%. The
differences in the results of Jieba and Scikit are most likely
due to the fact that Jieba uses a prebuilt IDF dictionary
trained on a huge corpus, while Scikit’s dictionary was
directly trained on the reviews themselves. With a larger
review dataset, the evaluation ranking of the two TF-IDF
methods could be the opposite. In the future we are plan-
ning to utilize a larger review dataset.

Table 5: Top 10 keywords of the "fIE{LIE#JE (Asahiyama

Z00)" spot
TF-IDF TF-IDF

Rank (Jieba) (sklearn) TextRank
1 511% B zoo FYE  zoo Y 200
2 penguin 1PHE penguin 1BH5 penguin
3 LJII Asahikawa &%) animal Loty animal
4 Eajky] animal JE)I Asahikawa HiZ take a walk
5 JHIL Asahiyama fiH[LI Asahiyama A[E lovely
6 JelfiE  polar bear 5 take a walk JLAmAE polar bear
7 H* take a walk  AJ % lovely 28 display
8 CIE lovely JUMRAE  polar bear  F%ET design
9 5] seal 559 seal i life
10 JrHEEE  close range R display Hot IPY

Table 5 shows the top 10 keywords of ‘fHILE)#)

(Asahiyama Zoo)’ spot, which are extracted by TF-
IDF(Jieba, Scikit-learn) and TextRank. We can see that
TF-IDF(Jieba) and TF-IDF(Scikit-learn) show more words
related to the features of the spot, like ‘Ji#)I[ (Asahikawa)’ ,
‘W% (seal)’ and ‘ITEEME (close range)’ , which con-
tains the information of location, popular animals and the
design of zoo. While TextRank shows more general words,
like ‘%Et (design)’ , ‘“4EiE (life)’ and ‘HiT JPY)
which are not so strong features associated with the spot.
Comparing to TextRank, TF-IDF performed better in our
data set. It not only considered the frequency of words, but
also the unique factor of the spot.

And from the extracted keywords, we can get an idea
what Chinese tourists pay attention to. For example in
Table 5, we can see that ‘1% (penguin)’ , “H (take



awalk) , ‘Ei¥ (animal)’ , ‘A[E (lovely) , ‘JbHH
HE (polar bear)’ and ‘¥#%9 (seal)’ could be the things
that attract Chinese tourists to Asahiyama zoo the most. In
the next step, we will extract the sentences, which contain
the keywords and use them to analyze the topics in order
to extract the main focus points.

S. CONCLUSIONS

In this study, we illustrated the research plan that real-
izes a new method to extract focus points to attract inbound
tourists. We want to build an automatic system to extract
the focus points of inbound tourists from online reviews and
analyze what attracts inbound tourists, then provide use-
ful tourism information for supporting the post-pandemic
tourism industry in Hokkaido.

For the first step, we collected Hokkaido’s tourism spot
reviews and used TF-IDF and TextRank to extract key-
words from the collected reviews. For TF-IDF, we used
two different implementations, Jieba and Scikit-learn. To
compare the extraction methods, we evaluated the top 10
keywords from each spot by checking how the keywords
show the distinct features of each spot. The evaluation
results indicate that TF-IDF(Jieba) shows the best result
compared to the other two methods. Also, the keywords
show the main topics Chinese tourists discuss most often
in the reviews. We think these helps in finding the focus
points of Chinese tourists.

In the future, we will increase the number of evaluators
to get more objective evaluation results and evaluate the
top 50 keywords from each spot. Then, we plan to extract
n-gram patterns from the reviews which contains the key-
words, aiming to clarify the focus points of Chinese tourists
towards Hokkaido travel spots.
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